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FOREWORD

Now the Army is combining the tactics of General Patton
with the technology of [DoD acquisition reformer] David
Packard and [computer software mogul] Bill Gates to give
commanders the tools for victory. They’re going to be
able to locate the enemy, day or night, and strike with
swift and decisive force.

William S. Cohen, Secretary of Defense
March 1998

The incorporation of technology into aviation over the years has been
exponential. A comparison between the Wright brother’s original bi-plane
and the F-117A fighter flown in the Desert storm almost defies
comprehension. Advancements in microelectronics, stealth technology,
engine design, and electronic sensors and displays have converted simple
aircraft into formidable flying machines. And, these advancements have
been applied to rotary-wing, as well as, fixed-wing aircraft.

In order for U.S. Army aviation to extend its mission capability from
daytime to nighttime, operation imaging sensor technologies have been
implemented. In the 1990's the Army adopted Night Vision Goggles based
on 2" generation image intensification (I*) tubes. Such devices are based
on light amplification. Over the next 25 years, 3" generation I tubes
(Aviator’sNight Vision Imaging System - ANVIS) andother advancements
have resulted in well over a million hours of extended night capability.

Anotherimaging sensor technology is forward looking infrared (FLIR).
Based on temperature differences, FLIR is used on the Army’s AH-64
Apache helicopter to provide both pilotage and targeting imagery. This
imageryis presented on the Integrated Helmet and Display Sighting System
(IHADSS), a monocular helmet-mounted display (HMD). This trend for
increased use of HMDs continues with the design of a binocular HMD
(Helmet Integrated Display Sight System - HIDSS) for the RAH-66
Comanche, currently under development.

In addition to sensor technology advancement, there has been a
tremendous effort towards the development ofnewer display technologies.

For centuries, paper was the dominating method of information
presentation. In the 1950's, the cathode ray tube (CRT) used in TV sets

X1



xii Foreword

began its phenomenal entry into the display arena, and while paper is far
from being relegated to museums, the CRT, in the form of TVs and
computer monitors, has become a major contender. And, within the last
decade, the desire and need for smaller, more portable computers has
provided an impetus for smaller, lighter displays. This need has been
addressed by a group of display technologies, collectively called flat panel
displays (FPDs). These technologies include liquid crystal (LC) (used in
many laptop computers), plasma, light emitting diode (LED), and
electroluminence (EL).

When the IHADSS was developed in the 1970s, the best display
available was the CRT. A huge development effort was needed to design
and build miniature CRTs capable of being worn mounted to an aviator’s
helmet. A similar miniaturization for FPD technologies has occurred
recently, making miniature LCD and EL display (< 1 inch diameter)
possible replacements for CRTs in HMDs.

However, new technologies do not come unencumbered, nowhere is
this truer than when these technologies are closely integrated with the
human. HMDs must address the additional issue of head and face
anthropometry, head supported weight, center of mass offsets, and myriad
visual performance parameters.

In this book, U.S. Army Aeromedical Research Laboratory (USAARL)
scientists and engineers, who are recognized subject matter experts in the
field of Army aviation HMDs, summarize 25 years of knowledge and
experience in the area of HMD visual, acoustic, and biodynamic
performance, as well as addressing such user concerns as sizing, fitting,
emergency egress, etc. Lessons learned, as well as frontier technological
advancements, are presented using integrated approach.

Cherry L. Gaffney
Colonel, MC
Commanding



PREFACE

Over the past 30 years, there have been innumerable articles and
scientific papers which address the design and performance of helmet- and
head-mounted display systems. A large portion of this book is the result of
a careful and comprehensive analysis of this literature. With the fielding
of various military systems, research within this area has accelerated
greatly since the mid-1980s. While this book is intended toprovide a fairly
comprehensive overview of this area of technology and its interface with
a human observer, it is not exhaustive.

Only a few comprehensive books currently are available on helmet-
mounted displays. Most definitive is Melzer’s and Moffitt’s Head Mounted
Displays: Designing for the user (McGraw Hill, 1997). Our offering
differs from theirs in two major ways. First, we focus on the use of helmet-
mounted displays in rotary-wing aircraft (helicopters) in Army aviation. It
is worth noting that the U.S. Armyhas flown with image intensifier helmet-
mounted displays (Night Vision Goggles) since the early 1970s and has
fielded the integrated helmet-mounted display (the Integrated Helmet and
Display Sight System (IHADSS), manufactured by Honeywell, Inc.,
Minneapolis, Minnesota, and used inthe AH-64 Apache attackhelicopter).

Second, the U.S. Army Aeromedical Research Laboratory (USAARL),
Fort Rucker, Alabama, has over 25 years of experience with the design and
performance of helmet- and head-mounted display systems. From 1972 to
1998, USAARL has published over 135 reports and articles dealing with
helmet-mounted displays and the most important issue of interfacing these
displays to the user (aviator). USAARL’s helmet-mounted display program
is multidisciplined, combining research and development with testing and
evaluation, running the gamut of optics, vision, acoustics, audition,
biodynamics, safety, and human factors.

The authors also would like to call the reader’s attention to the annual
SPIE - The International Society for Optical Engineering, Bellingham,
Washington, conferences on head- and helmet-mounted displays and the
conference proceedings which provide a review of ongoing research and
testing of these display systems.

xiii
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Clarence E. Rash

Helmet-Mounted Display Evolution

Since the 1970s, the trend in Army aviation has been to rely
increasingly on helmet-mounted display (HMD) devices or systems to
provide the aircrew with pilotage imagery, flight information, and fire
control imagery and symbology. The first such system was the AN/PVS-5
series night vision goggle (NVG), circa 1973. This systemwas the aviation
version of the SU-50, the earliest HMD used by the infantry (McLean et al.,
1997). It consisted of 2™ generation image intensification ( I ) devices
“hung” on the existing flight helmet. By 1989, the AN/PVS-5 had been
replaced by the AN/AVS-6 Aviator’s Night Vision Imaging System
(ANVIS) (Figure 1.1), the first P HMD designed specifically for Army
aviation use. ANVIS is a passive, binocular, 3" generation I* system and
has improved sensitivity and resolution over the 2" generation I tubes.
ANVIS is attached to current Army helmets, e.g., SPH-4B and HGU-56/P,
using specially designed mounting brackets. The recent addition of
symbology to the standard ANVIS has produced the AN/AVS-7 head-up
display (HUD) (Nicholson and Troxel, 1996). A history of P HMDs in
Army aviation is given by McLean et al. (1997). [Note: There is some
disagreementamong leaders in the field of HMDresearch and development
as to whether or not ANVIS and its predecessor, the AN/PVS -5 NVG, are
“true” HMDs. However, for the purpose of this book, the authors assert
that these systems do meet the basic definition of an HMD and do perform
the same functions as more prototypical HMDs. ]
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Figure 1.1. The AN/AVS-6 Aviator’s Night Vision Imaging System
(ANVIS).

When the AH-64 Apache attack helicopter was fielded in the early
1980s, the head-mounted I sensors in NVGs were replaced as the imagery
source by a forward-looking infrared (FLIR) sensor, the Pilot’s Night
Vision System (PNVS), mounted on the nose of the aircraft. Imagery from
this sensor is displayed on a miniature 1-inch diameter cathode ray tube
(CRT) and optically relayed to the eye. This system is known as the
Integrated Helmet and Display Sighting System (IHADSS) (Figure 1.2).
It is a monocular system, presenting imagery to the right eye only. The
IHADSS was the first integrated HMD, where the helmet, head tracker, and
display were designed as a single system. The successof IHADSS in Army
aviation has greatlyinfluenced and contributed tothe proliferation of HMD
programs (Rash and Martin, 1988).
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Figure 1.2. The AH-64 Integrated Helmet and
Display Sighting System (IHADSS).

Currently, the Army is developing the RAH-66 Comanche
reconnaissance helicopter. This aircraft will utilize a partially overlapped
biocular HMD, known as the Helmet Integrated Display Sight System
(HIDSS) (Figure 1.3). It consists of a pilot retained unit (PRU) and an
aircraft retained unit (ARU). The PRU is the basic helmet with visor
assembly. The ARU is a front piece consisting of two image sources and
optical relays attached to a mounting bracket (Figure 1.4). The HIDSS
development and validation phase design, which uses two miniature, 1-
inch, CRTs asimage sources, provides a 30° (V) by 52° (H) field-of-view
(FOV) with a 17° overlap region. However, miniature displays based on
flat panel (FP) technologies [e.g., liquid crystal (LC) and
electroluminescence (EL)] will very likely replace the CRTs in subsequent
program phases.
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Figure 1.3. The RAH-66 Helmet Integrated
Display Sight System (HIDSS).

Figure 1.4. The HIDSS relay optics.
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The trend for increasing reliance on HMDs in aviation, as well as in
other sectors of the Army, will continue. The U.S. Army Night Visionand
Electronic Sensor Directorate (NVESD), Fort Belvior, Virginia, is
developing an HMD under the Advanced Helicopter Pilotage (AHP)
program (Perconti, 1997). The AHP HMD is biocular, providing the same
imageryto each eye. Its two optical channels each provide a 40° monocular
circular FOV. When mounted on a helmet, the system provides a 30° (V)
x 50° (H) total FOV with a 30° binocular overlap region.

The United States and the United Kingdom of Great Britain and
Northern Ireland have collaborated on the CovertNight/Day Operations for
Rotorcraft (CONDOR) program. CONDOR is a research platform for
demonstrating advanced visionics concepts and includes a variable FOV
HMD based on high resolution miniature active matrix liquid crystal
displays (AMLCDs) (Kanahele and Buckanin, 1996).

The U.S. Army and the Defense Advanced Research Projects Agency
(DARPA) have funded a number of additional aviation HMD concepts
based on FP technologies (Girolamo, Rash, and Gilroy, 1997). These
include the Miniature Flat Panel for Aviation (MFP/A) program which has
as its goal the investigation of using miniature FP technology displays in
the development of an HMD for use in rotary-wingaircraft and the Aircrew
Integrated Helmet System (AIHS) Comanche Compatibility program which
has as its goal the development of an HMD design using the Helmet Gear
Unit No. 56/P (HGU-56/P) flight helmet as the platform. A partial
summary of current rotary-wing HMD programs (both fielded and under
development) by Belt etal. (1997) is provided in Table 1.1. An excellent
attempt to develop a taxonomy and philosophy of HMD systems has been
made by Brindle, Marano-Goyco, and Tihansky (1995).

This book is intended to serve as both a checklist and a guide for
designers of such future integrated helmet and display systems for rotary-
wing aircraft. In this book: a) salient performance parameters of such
systems are identified; b) recommendations for values of these parameters
are suggested, based on past research and the opinions of subject matter
experts; ¢) an analysis of potential health and safety hazards is provided;
d) a human factors engineering assessment (HFEA) is provided; and e)
lessons learned from previously fielded U.S. Army HMD systems are
summarized. However, this book is not a cookbook for building an
integrated helmet and display system. The design of such a system is
strongly dependent on its purpose, user requirements, and the environment
within which it is intended to operate.
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For Army aviation, the purpose of the HMD is to assist the aviator in
the performance of various missions. Each type of mission requires the
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aviator to perform a certain number of complex tasks. The performance of
these tasks is impacted by aviator skills and capabilities (user properties),
and by the characteristics of the HMD. The operational environment may
include high speed, low level flight, during lowillumination and/or adverse
weather conditions. Eggleston (1997) developed a model which maps
aviator tasks (e.g., navigation, unmasking maneuver, etc.), user properties
(e.g., perception, organization, etc.), and HMD characteristics (e.g., FOV,
resolution, etc.) for specific missions and mission elements. This type of
analysis is essential in ensuring an optimal HMD design which meets the
needs of the aviator and the mission.

In summary, the design specifications for any system must be guided
by these criteria convolved with hardware limitations, human performance
strengths and weaknesses, and good human factors engineering practices.
[Note: This book does not tackle the complex, and still unresolved, issue
of HMD imagery information content, which includesthe selection of types
and quantity of data to be presented, the symbols used, or their placement
within the displayed imagery. Interested readers may find information in
these areas in Craig, Marshall, and Jordan (1997), Drewery, Davy, and
Dudfield (1997), and Murray (1997).]

Helmet-Mounted Displays Overview

Melzer and Moffitt (1997) describe an HMD as minimally consisting
of “an image source and collimating optics in a head mount.” For the
purpose of this book, we expand this description to include a visual
coupling system, which performs the function of slaving head and/or eye
positions and motions to one or more aircraft systems. Figure 1.5 presents
the basic Army aviation HMD as a block diagram in which there are four
major elements: image source (and associated drive electronics), display
optics, helmet, and head/eye tracker. The image source is a display device
upon which sensor imagery is produced. These sources typically have been
miniature CRTs or I’ tubes. Other miniature displays based on FP
technologies rapidly are becoming alternate choices. The display optics
are used to couple the display imagery to the eye. The optics generally
magnify and focus the display image. The helmet, while providing the
protection for which it was designed originally, serves additionally as a
platform for mounting the image source and display optics. The tracking
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IMAGE DISPLAY
SOURCE OPTICS

HELMET TRACKER

Figure 1.5. Blockdiagram of basic Army aviation HMD.

system couples the head/eye line of sight with that of the pilotage sensor(s)
(when mounted off the head) and weapons.

The overall goal of HMDs in Army rotary-wing aviation is to
effectively interface the aviator/crewmember with the aircraft and its
associated systems, which allows the aviator to acquire and maintain
situational awareness (state of knowledge or mental model of the
surroundings). The HMD performs one or moreof the following functions:
(a) To display pilotage or gunnery imagery from I or FLIR sensors, (b) To
present strategical, tactical, and operational data on demand, serving as an
information management system, and (c) To sense head/eye position and
motion for the purpose of designating targets, directing sensors and
weapons, and activating switches (Buchroeder, 1987). In general, well
designed HMDs should enhance aviatorsituational awareness and increase
mission effectiveness (Arbak, 1989). The modern HMD is not a new
concept. Its invention has been attributed to Gordon Nash, a British
researcher, who explored alternative methods of providing additional
information to the aviator in the 1950's (Adam, 1995). Marshall (1989)
traces the concept of using the helmet as a platform for a fire control
(weapon aiming) back to 1916, when Albert Bacon Pratt developed and
received patents for an integrated gun helmet, perhaps the very first helmet-
mounted sight (HMS). This concept was revisited in the Helmet Sight
System (HSS) used in the U.S. Army’s AH-1 Cobraattack helicopter in the
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1970's. Task and Kocian (1995) cite the U.S. Navy’s Visual Target
Acquisition System (VTAS), developed in the 1960's, as the first fully
operational visually coupled sighting system. [However, the system was
abandoned due to lack of sufficient missile fire control technology.] For
Army aviation, the AN/PVS-5 NVG was the first pilotage imagery HMD
(first tested in 1973), and the IHADSS was the first integrated HMD
(fielded since 1985).

Simply, an HMD projects head-directed sensor imagery and/or fire
control symbology onto the eye, usually superimposed over a see-through
view of the outside world. As such, HMDs offer the potential for enhanced
situation awareness and effectiveness. However, their design and
implementation are not without problems and limitations. Virtually every
HMD, concept or fielded system, suffers from one or more deficiencies,
such as high head-supported weight, center of mass (CM) off-sets,
inadequate exit pupil, limited FOV, low brightness, low contrast, limited
resolution, fitting problems, and low user acceptance (Cameron, 1997;
Naor, Arnon, and Avnur, 1987). Of the potential problems with HMDs,
none are more troublesome than those associated with the interfacing of the
system with the human user. The wide variation in head and facial
anthropometry makes this a formidable task, requiring HMD designs rich
in flexibility and user adjustments.

An HMD designer must develop a system which is capable of
satisfying a large number of widely different and often conflicting
requirements in a single system. Such design goals include but are not
limited to the following (Lewis, 1979):

Maximum impact protection
Maximum acoustical protection
Maximum speech intelligibility
Minimum head supported weight
Minimum bulk

Minimum CM offset

Optimum head aiming/tracking accuracy
Maximum comfort and user acceptance
Maximum freedom of movement

Wide FOV

Minimum obstructions in visual field
Full color imagery

Maximum resolution

High brightness and contrast

No induced sensory illusions
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Hazard free

Maximum crashworthiness

24-hour, all weather operation
Minimum training requirements

Low maintenance

Low design cost and minimum schedule

From this abridged list of requirements, it becomes apparent that the
design of an HMD requires the careful consideration of a multitude of
physical parameters and performance factors. This results in two different
design approaches. The first emphasizes carefulanalysis and control of the
individual subsystems’ physical characteristics. The identified subs ystems
are those in the basic description given earlier: image source, display
optics, helmet, and tracking system. This approach is presented in Table
1.2 and as an Ishikawa (Fishbone) diagram (Figure 1.6). The second
approach, which focuses on performance, is presented in Table 1.3 and
Figure 1.7. In the latter approach, which allows for subsystem interaction,
physical characteristics are replaced by performance figures of merit
(FOMs). These FOMs are grouped into natural performance categories:
optical system, visual, helmet (with tracking system), and human factors
engineering. As expected,there can be considerable overlap both between
and within the two approaches. The performance approach (Table 1.3) is
adopted in this book.

Types

There are several classification schemes which can be applied to
HMDs. These include imagery type, imagery presentation mode, and
optical design approach. Strictly speaking, HMDs can produce either real
or virtual images. Images are the regions of concentration of light rays
originating from the source, called the object (Levi, 1968). When these
rays actuallyintersect, theresulting image is real; when only the extensions
of the rays intersect, the resulting image is virtual. More practically, the
image formed by an optical system, e.g., an HMD, is a real image if it is
formed outside the optical system, where it falls onto a surface such as a

Table 1.2.
HMD subsystem physical characteristics.
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Image source  Display optics Helmet Tracking
system

Resolution Luminous Weight (mass) Accuracy
Luminance efficiency Center of mass Resolution

range Spectral Visor optical Update
Contrast range transmittance characteristics rate
Chromaticity Optical eye Impact Motion

range relief attenuation box size
Image size Prismatic Shell tear Jitter
Static and deviation resistance

dynamic Residual Fitting system

modulation refractive characteristics

transfer power Anthropometric

functions Aberrations fitting range

(MTFs) (Spherical, Earphone/earcup
Distortion astigmatic, characteristics
Weight and chromatic) HMD breakaway

size Exit pupil size force
Luminance and shape Microphone

uniformity Distortion characteristics

Weight and
size

Field-of-view
MTF
Extraneous
reflections
Luminance
uniformity
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Figure 1.6. Ishikawa diagram for physical characteristic approach to
HMD design.
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Visual
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Figure 1.7. Ishikawa diagram for performance approach to HMD
design.
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(Rash et al., 1996; Task and Verona, 1976)

Optical system Visual Helmet Human factors
Prismatic Visual acuity Head supported Interpupillary
deviation Visual field weight distance
Residual See-through CM offset range
refractive luminous Impact Physical eye
power transmittance attenuation relief
FOV See-through Shell tear User
Percent overlap color resistance adjustments-
Extraneous discrimination | Fitting system selection and
reflections Ocular characteristics range
Biocular channel responses HMD breakaway Equipment
disparities and Depth force compatibility
misregistration perception and | Anthrop ometric Training
Chromatic stereopsis fitting range requireme nts
aberrations Illusionary Visor optical Egress
Exit pupil size effects characteristics character-
and shape Visual Tracking istics
Image overlap problems accuracy Fit procedure
Static and Tracking
dynamic resolution
MTFs Tracking system
Distortion update rate
Spherical/ Tracking system
astigmatic motion box size
aberrations Tracking system
jitter
Earphone/earcup
characteristics
Real-ear
attenuation
Physical-ear
attenuation
Speech
intelligibility

screen or roll of film, and is a virtual image if it is formed within the
system, where it is viewed by looking into one end of the system.
Examples of real images include those produced by slide and movie
projectors, captured on film by a camera, and formed on the retina by the
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direct viewing of an object. Examples of virtual images include those
produced by eyeglasses, telescopes, and microscopes (Kingslake, 1983).
However, real image HMD designs are rare. They would be direct view
systems requiring the image source (e.g., a miniature LC display) to be
located in front of the eye(s) at the typical reading distance of the eye. All
fielded aviation HMDs are virtual image systems.

Virtual image displays offer several advantages (Seeman et al., 1992).
At near optical infinity, virtual images theoretically allow the eye to relax
(reducing visual fatigue) and provide easier accommodation for older
aviators. By providing a virtual image, a greater number of aviators canuse
the system without the use of corrective optics (but not all) (Seeman et al.,
1992). The collimated image also reduces effects of vibration producing
retinal blur.

Shontz and Trumm (1969) categorize HMDs based on the mode by
which the imagery is presented to the eyes. They define three categories:
One eye, occluded; one eye, see-through; andtwo eye, see-through. In the
one eye, occluded type, imagery is presented to only one eye, to which the
real world is blocked, with the remaining eye viewing only the real world.
The one eye, see-through type, while still providing imagery to one eye,
allows both eyes to view the real world. [Note: The optics in front of the
imagery eye will filter the real world to a lessor or greater degree.] The
AH-64 THADSS is an example of this type. In the two eye, see-through
type, imagery is presented to both eyes, and the real world also is viewed
by both eyes. The RAH-66 HIDSS is an example of this type.

Another classification scheme, which parallels the three types
described above, uses the terms monocular, biocular, and binocular. These
terms refer to the presentation of the imagery by the HMD. For this book,
monocular means the HMD imagery is viewed by a single eye; biocular
means the HMD provides two visual images from a single sensor, i.¢., each
eye sees exactly the same image from the same perspective; binocular
means the HMD provides two visual images from two sensors displaced in
space. [Note: A binocular HMD can use a single sensor, if the sensor is
somehow manipulated to provide two different perspectives of the object
scene.] A biocular HMD may use one or two image sources,, but must have
two optical channels. A binocular HMD must have separate image sources
(one for each eye) and two optical channels.
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Monocular

Region

Figure 1.8. Partially overlapped FOV with a central binocular
region and two monocular regions.

Typically, binocular HMDs fully overlap the images in each eye. In
such HMDs, the FOV is limited to the FOV of the display optics.
However, in order to achieve larger FOVs, recent HMD designs partially
overlap the images from two optical channels. This results in a partially
overlapped FOV consisting of a central binocular region (seen by both
eyes) and two monocular flanking regions (each seen by one eye only)
(Figure 1.8). Such overlapping schemes can be implemented by either
divergent or convergent overlap designs. In a divergent design, the right
eye sees the central overlap region and the right monocular region, and the
left eye sees the central overlap region and the left monocular region
(Figure 1.9). In a convergent design, the right eye sees the central overlap
region and the left monocular region, and the left eye sees the central
overlap region and the right monocular region (Figure 1.10). IHADSS is
an example of a monocular HMD; ANVIS is an example of a 100%
overlapped binocular HMD; and the CRT-based HIDSS design is divergent
and has an overlap of approximately 30% (based on a 17° overlap region
within the 52° horizontal FOV).

Classitying HMDs by optical design is even more convoluted. The
simpler and more predominate types use optical designs based on reflective
and refractive elements. A standard characteristic of these designs is the
presence of a final partially reflective element(s) positioned in front of the
aviator’s eye(s) (Wood, 1992). These elements are called “combiners,” as
they combine the see-through image of the real world with the reflected
image of the HMD image source. Reflective/refractive optics designs will
be discussed in detail in Chapter 3.
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Figure 1.9. Visual interpretation of the divergent display
mode.
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Figure 1.10. Visual interpretation of the convergent
display mode.
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Another type is based on a visor projection design (e.g., Cameron and
Steward, 1994). A simple diagram of this design approach is presented in
Figure 1.11. The image source(s) is usually mounted to the side of the
helmet, and the image is relayed optically so as to be projected onto the
visor where it is reflected back into the aviator’s eye(s). The advantages of
visor projection HMDs include lower weight, improved CM, increased eye
relief, and maximum unobstructed visual field. A major deficiency is
image degradation which can result in a high vibration environment. Also,
this design requires that the visor be able to be placed consistently at the
same position.

Another approach, which again allows for low weight and provides a
compact design is one using holographic optical elements (Vos and Brandt,
1990). A holographic combiner is used to merge the standard combiner
function with the collimation function usually performed by an additional
refractive optical element. This merging implies that the holographic
combiner acquires optical power, hence the term power combiner (Wood,
1992). In some designs, the visor serves as the combiner, with a
holographic coating on the visor substrate. Using the visor as the combiner
offers the additional advantage of being able to obtain wider FOVs.
Disadvantages of this approach include the problemof preventing humidity
and temperature effects from degrading the holograms and the poor optical
quality of standard visor materials, such as polycarbonate, which are used
as the holographic substrate.

The most recent entry into HMD design approaches isthe use of lasers
which scan an image directly onto theretina of the user’s eye (Johnston and
Willey, 1995). Figure 1.12 provides adiagram of the basic retinal scanning
approach. This approach eliminates the need for a CRT or FP image
source, improving both weight and CM. Other cited advantages of this
systeminclude diffraction (and aberration) limited resolution, small volume
(for monochromatic), full color capability, and high brightness potential.
Disadvantages, at least potentially, include scanning complexity,
susceptibilityto high vibration environments (as in Army aviation), limited
exit pupil size, and safety concerns.

Regardless of the actual optical approach used, an Armyaviation HMD
also must include an image source, a head/eye tracker (if sensor is remotely
located), and a helmet platform. At one time, the traditional approach was
to integrate the optics and image source into a subsystem which was then
mounted onto an existing helmet (Melzer and Larkin, 1987). This add-on
approach wasused with ANVIS. As one might expect, attaching one
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Figure 1.11. Visor projection HMD design approach.
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Figure 1.12. Basic diagram of retinal scanning display (adapted
from Proctor, 1996).
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subsystem to another subsystem may not produce the optimal design.
Instead, an integrated approach in which all elements of the HMD are
designed in concert generally will result in the best and most functional
overalldesign. TheIHADSS isthe first product of the integrated approach.
However, care must be taken not to assume that an integrated approach is
one which always will produce a single HMD configuration. In fact, the
various missions, and the conditions under which they mustbe completed,
are so different, that a single HMD design, while optimal for one set of
conditions, may be significantly deficient for other mission scenarios. A
solution to this problem may be amodular approach (Bull, 1990), where the
HMD system consists of a base mounting unit (e.g., helmet platform), and
interchangeable modules are attached, each for a specific set of mission
requirements. This modular approach can be effective as long as an
integrated approach is used which does not compromise the basic
requirements of any subsystem. For example, the helmet, while now being
used as a platform to attach optics, must still serve its primary function of
providing impact, visual, and acoustical protection.

Fielded systems

To date, two HMD systems have been fielded in U.S. Army aviation,
the ANVIS and the IHADSS. These systems are vastly differentin design
and implementation. AN VIS is a combined sensor/dis play optics package
which mounts unto existing aviator helmets by means of a visor assembly
mounting bracket. The ANVIS is binocular (100% overlap) and uses 3™
generation I sensors, which being head-mounted do not require an
additional head tracking system. Typical ANVIS optical characteristics
(for procurements prior to December 1996) include: a focus range of 28
cm (11 inches) to infinity, unity (1x) magnification, 27-mm effective focal
length objective (f/1.2), 27-mm effective focal length eyepiece lens,
resolution of greater than 0.82 cycles/milliradian (cy/mr), minimum 2000x
brightness gain ( 3000x for newer versions), -6 to +2 diopter eyepiece focus
adjustment, and a 52-72 mminterpupillary distance (IPD) adjustment. The
ANVIS housing can be flipped up or down and has a 10-G breakaway
feature. A tilt adjustment of approximately 8° is provided. There is a
minimum vertical and fore/aft adjustment range of 16 mm. They operate
off of one lithium or two “AA” batteries. A dual battery packis Velcro™
mounted on the rear of the helmet to improve the CM. A summary of
ANVIS optical and electro-optical (EO) specifications is presented in
Table 1.1. Additional summaries of ANVIS performance characteristics
are provided by McLean et al. (1997); Harding et al. (1996) DeVilbiss,
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Ercoline, and Antonio (1994); Brickner (1989); and Verona and Rash
(1989).

IHADSS is a monocular design with imagery provided to the right eye
only. Where ANVIS integrates the I sensors into the HMD, IHADSS
depends on a FLIR sensor located onthe nose of the aircraft. The [HADSS
HMD consists of a helmet, visor housing with visor (clear and tinted are
provided), miniature CRT image source, head tracker, and display optics.
Lead sulfide detectors, mounted on the helmet, are part of the EO head
tracking system which slaves the nose-mounted FLIR to the aviator’s head
motion. The headborne components of IHADSS are called the integrated
helmet unit (IHU) and the combination of the CRT and display optics is
called the helmet display unit(HDU) (Figure 1.13). Thelast elementin the
HDU optics is a combiner (beamsplitter) which reflects the HMD imagery
into the aviator’s eye. The combiner is a multilayer dichroic filter on a
neutral density glass substrate which has its reflective characteristics
maximized for the P43 phosphorused in the CRT.

Figure 1.13. The IHADSS Integrated Helmet Unit (IHU)
and Helmet Display Unit (HDU).

IHADSS performance specifications include a 30° (V) x 40° (H) FOV,
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unity (1x) magnification, a 10-mm exit pupil, a nominal + 3 diopters optical
focus range, and a 10-mm optical eye relief. A summary of IHADSS
optical and EO specifications is presented in Table 1.1. Additional
summaries of IHADSS performance are provided by Harding et al. (1996);
Harding et al. (1995); Rash, Verona, and Crowley (1990); and Rash and
Martin (1987).
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Introduction

Inatypical aviati on scenario, an external sceneisacqui red by a sensor,
converted into an electrical signal, reproduced on a dsplay, and then
relayed optically to the eye(s). Within our definition of an HMD, the
display which first reproduces the sceneimagery, prior to relaying it to the
eye, isreferred to as the image source. In the IHADSS, the image source
isaminiature, 1-inch diameter, CRT. Whenthe concept of HMDswasfirst
seriously pursued, the CRT was the only established display technology
available. CRTshaveremained the display of choicedueto their attributes
of low cost, easy availability, dependability, and good image quality.
However, CRTS, even miniature ones, have inherent drawbacks which
include weight, size (primarily depth), power requirements, high anode
voltage, and heat generation. And, it isonly dueto these deficiencies that
anew class of display technol ogies has been ableto gain afoothold. These
new technologies are collectively referred to as FP techndogies, due to
their flat display surface and thin physical profile. Displays based on FP
technologies offer characteristics which counter the deficiencies of CRT
displays. Flat panel displays (FPDs) have a greatly reduced physical
profile, low power and voltage requirements low heat output, and low
weight. All of these characteristics make themvery desirable for aviation
use where space, weight, and power are at a premium. While types of
image sources are not limited to CRTsand FP technologies, these are the
most likely candi dates for near-future systems (excluding 1? systems).

Cathode Ray Tubes

33
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CRTs generate images by modulating the intensity of a scanning
electron beam striking a phosphor coated surface. The eectron beam,
focusing coils, deflection plates, and phosphor are encapsulated in aglass
envelope(tube). CRTsprovide abandwidth and resolution (limited) which
are compatiblewith the eye’ srequirementsfor high quality imagery. They
use simple scanning schemes, consist of few parts, provide full-color
capability, havelonglife, and are versatile in thetypes of information they
can present (Lehrer, 1985).

It was only natural that the CRT was selected as the image source for
the first integrated aviation HMD, the IHADSS. However, for CRT
displays to be head-mounted, their size and weight had to bereduced. The
result wasthe development of miniature (< 1-inch diameter) CRTs. Tubes
with %2, ¥, and linch diameters have been developed. Typica
performance characteristics for these tubes (L evinsohn and Mason, 1997)
arepresented in Table 2.1. Comparison of these characteristics showsthat
the 1-inch tube offers the best raster imagery resolution and luminance.
The CRT’s peak raster luminance is important since it must suffer
transmission and scatter |osses during rd ay to the eye wherethe delivered
luminanceis most critical. Its resolution definesthe fidelity of the details
in the imaged scene.

However, al of the parameters of a CRT contribute to the resulting
image quality. Certain parameters are weighted more than athersin their
contribution. These include phosphor efficiency and persistence, and
electron beam spot size. Adequae luminance and contrast (ratio of
luminances in bright and dim areas of the display) require efficient
phosphors; good resolution depends on a small spa size; and adequate
reproduction of dynamic imagery requires a short phosphor persistence.

Adequateluminanceand contrast ratiosareafunctionof anodevoltage,
beam current, and phosphor luminousefficiency. Increasing anodevoltage
increases luminance, which can improve available contrast. Anode
voltagesin miniature CRTs now are as high as 13 kilovolts (kv). [Note:
Achieving increased luminance by increasing anode voltage is limited by
safety considerations which include radiation concerns and rapid high
voltage disconnect during egress.] Increasing anode vdtage resultsin
increased beam current. For agiven phosphor, thehigher the beam current
for a given spot size, the greater the luminance output. Similarly, for a
given beam current, the greater the phogphor luminous efficiency, the
greater the luminance output. CRT phosphar efficiencies, defined as the

Table 2.1,
Comparison of operating characteristics of miniature CRT tubes.
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Specification 1-inch CRT 3/4-inch CRT Y-inch CRT
Useable face 19 mm dia 17.5 mmdia 11.5 mmdia
plate size
Final anode 13 kV 12 kV 8.5kV
voltage
Deflection 1.29 A/lcm 1.14 A/lcm 15A/cm
sensitivity
Face plate Fiber optic Fiber optic Fiber optic

plano concave plano concave plano concave
Phosphor P53 P53 P53
Raster peak 3000 fL 1500 fL 1500 fL
luminance
Stroke peak 5000 fL 10000 fL 5000 fL
luminance
Raster line 20 um 30 um 25 um
width
Stroke line 25 um 30 um 30 um
width
Mass 759 60g 459
excluding leads excluding leads excluding leads
Dimensions 104 mmx 265 mm | 90mm x 225mm | 75 mm x 16.5mm
diameter diameter diameter

ratio of the luminous erergy output to the electron beam energy input,
range from 1-20%. [Efficiency valuesvary somewhat asafunction of high
voltage and spot size.] Luminance, also, isaffected by beam writing speed,
with slower speeds generating higher luminances. Miniature CRTs have
demonstrated the capability of generating luminances > 6000 fL in stroke
mode and > 3000 fL in raster mode.

Contrast isan important FOM which istied to the ability of the human
visual system to detect the luminance difference between two adjacent
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areas. A number of definitions and associated equations are used to
express measures of contrast, e.g., contrast, contrast ratio, contrast
modulation, etc. (Klymenko et al., 1997). In analog displays, such as
CRTs, therange of contrast avadlableisoften expressed using the artificial
concept of shades of grey (SOGs). SOGs are luminance steps which differ
by adefined amount. They are by conventiontypically defined asdiffering
by the square-root-of-two (approximately 1.414). In miniature CRTs for
aviation, a minimum of 6 SOGs is considered acceptable for pilotage
imagery. [Thislast statementis based on IHADSS experience.]

The selection of a CRT phosphor is based on those phosphor
characteristics which impact the application the most. The phosphor
characteristics generally of greatest interet are luminous efficiency,
spectral distribution, and persistence. Fielded ANVIS use the P20 (dder)
or P22-Green (newer - adopted for environmental concerns over cadmium
in the P20) phosphors; IHADSS uses the P43 (which is being fielded for
ANVIS use aso) and the HIDSS currently uses the P53. A summary of
characteristics for these phosphorsis givenin Table 2.2.

Table2.2.
Phosphor characteristics.
(EIA Tube Engineering Advisory Council, 1980)

P20 P22-Green P43 P53
(Zn,Cd)S:Ag (ZnS):Cu,Al (Gd,0,,S:Tb (YAGaG:Tb)
ANVIS ANVIS IHADSS HIDSS
Luminous 18.7% 12.4% 10.2% 6.3%
efficiency
Persistence Medium Medium Medium Medium
3 msec 3 msec 1.3 msec 6.7 msec
Spectral Broad band Broad band Narrowband Narrowband
distribution | 495to 672nm | 495t0 660 nm | 540to 560 nm | 540 to 560 nm
560 nm peak 530 nm peak 543 nm peak 546 nm peak
Color Green/Green- Green/Green- Green-yellow Green-yellow
yellow yellow

Note: Most phosphors haveseveral formulations which can result in differing
persistence, peaks, and efficiencies.

The spectral distribution of a phosphor is important in transferring
display luminance to the eye. The eye’s photopic (daytime, >1 fL)
response peaks at approximately 555 nanometers (nm), which is in the
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green region of thevisible spedrum (Figure 2.1). [The ey€'s nighttime
(scotopicresponse) peaks at approximately 507 nm.] Itisnot cancidental
that all of the phosphors mentioned so far asbeing used in CRTs have a
green or greenish yellow color.

The persistence of a phosphor, defined here asthe time required for a
phosphor’s luminance output to fall to 10% of maximum, is the major
factor in the dynamic or temporal response of a CRT. In the military
aviationenvironment, thetemporal response of theimaging system(sensor,
display, and associated electronics) is especidly critical in pilotage and
target acquisition tasks (Rash and Verona, 1987). The loss of temporal
response resultsin degraded modulation contrest at all spatial frequencies
(with greater losses at higher frequencies) (Rash and Becher, 1982).
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Figure 2.1. The human eye's photopic and scotopic response.
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This loss of modulation transfer can severely degrade user visual
performance. When modulation contrast degrades below a certain
threshold, targets begin to blend with the bagkground, and theaviator |oses
the ability todiscriminatetargetsfromtheir backgrounds; aviators may fail
to seetree branches, and gunners may mistake tanks for trucks. Thisissue
actually manifested itself during the early development of the IHADSS.
Initialy, theP1 phosphor withits high luminance potential was sdected for
the CRTs. P1 has a persistence of 24 msec. Early flights with this
phosphor resulted in a minor mishap when imagery of tree branches
smeared due to relative motion of the aircraft. Replacing P1 with the P43
phosphor (1.3 msec persistence) solved this problem. The HIDSSusesthe
P53 phosphor witha 6.7 msecpersistence. However, Beasley et al. (1995)
showed that the five-fold difference over the P43's 1.3 msec persistence
produced only minor degradation in MTF performance.

In HMDs where the image sourceisa CRT, itisthe CRT’ sresolution
whichisoftenthelimiting resolution of thesystem. TheHMD’ sresolution
delineatesthe smallest size target which can bedisplayed. CRTshave bath
avertical and horizontal resolution. The horizontal resolution is defined
primarily by the bandwidth of the electronics and the spot size. Vertical
resolution is usually of greater interest and is defined mostly by the beam
diameter and the spreading of light when the beam strikes the phosphor,
which defines the spot size (and line width). CRT resolution isusually
expressed as the number of raster lines per display height, the line width,
the spot diameter, or by the MTF (Lehrer, 1985). Identified years ago as
agood FOM for CRT display imagequality (Veronae al., 1979), theMTF
recently has become the defining resolution specification for new HMDs.
Therearesevera methodswhich historicallyhave beenusedtoobtainMTF
curves. These includethe subjective techniques of shrinking raster, line
width, and TV limiting resol ution; and the objective techniques of discrete
frequency, half power width, and Fast Fourier Transform (FFT). Verona
(1992) provides an excellent comparison of these techniques.

A detailed discussion of miniature CRT performance can be found in
Task and Kocian (1995).

Flat Panel Technologies

There are anumber of FP technologes which are available for use as
miniatureimage sourcesinaviation HMDs (Figure 2.2). The size, weght,
and power advantagesof displaysbased onthesetechnol ogieshave brought
themunder consideration asreplacementimage sourcesby HM D designers.
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The DARPA has funded a number of programs which have a goa o
developing and integrating FP display technologies into HMD and other
Army systems (Girolamo, Rash, and Gilroy, 1997). Aviation programs
benefitting from this investment include: (a) The Miniature Flat Panel
HMD for Aviation program, to investigate the concept of using FP
technology in the development of an HMD for usein rotary-wing aircraft;
(b) the AIHS ComancheCompatibility program,to developanHMD design
using the HGU-56/P helmet shell that gives the RAH-66 Comanche
programan alternate system which capitali zeson recent di splay technol ogy
advancements; and (c) the CONDOR program, to develop aresearchnHMD
tool for investigating the impact of various display parameters on
performance. See Table 1.1.

FP technologies generally are classed as emissive or nonemissive.
Emissive displaysproducetheir own light; nonemissivedisplaysoperateby
the transmission and/or reflection of an exterral light source. A brief
description of each of the major FP technologes follows:

Flat Panel Technologies

Emitter Nonemitter
\ \
Electroluminescent|| | Light Plasma Liquid Digital
Emitting Crystal Micromirror
Diode
- — Vacuum
Field Emission | | Fluorescent ‘Electrophoretic‘ ‘Electrochromic‘

Figure 2.2. Diagram of flat panel technologes.



40 Clarence E. Rash, Melissa H. Ledford, and John C. Mora
Liquid crysta

The most widely known flat panel display technology isthat of liquid
crystals. Liquid crystal displays (LCDs) are nonemissive displays. They
produce images by modulaing ambient light, which can be reflected light
or transmitted light from a secondary, external source (e.g., a backlight).
The mechanism by which modulation is achieved is the application of an
electric field across aliquid crystd material which has both liquid and
crystalline properties. The LC material is sandwi ched between layers of
glass and a set of polarizers. By applying an electricfield, the LC can be
caused to act as alight valve.

LCDs exist in severa configurations. These include the twisted
nematic (TN), the modulated twisted nematic (MTN), the optical mode
interference (OMI) effect, and the super twisted nemetic (STN). These
differ primarily by the EOeffect the crystal exhibits. Theliquid crystal cell
is constructed using two glass plates which are coated with a transparent
conducting material. Between the plates, a thin layer of polyimide is
applied. Thislayer isrubbed in onedirection causing theL C moleculesto
align parallel tothe rubbing direction. Polarizersareplaced on the outside
of each glass plate with the direction of polarization parallel tothe rubbing
direction. Application of adrive voltage affectsthe polarization of the LC
material, and hence the transmission/reflection charaderistics of thecell.

Two active areasof research in LCDs are the development and testing
of ferroelectric and the polymer dispersed (reflective cholesteric) LCDs.
FerroelectricLCDs (FELCDs) utilize intrinsic polarization, meaningthese
L C molecules have a positive or negative polarity in their natural state,
even without the application of an external electric field. This atribute
gives FELCDs certain characteristi cs such as high operating speed, wide
viewing angle, andinherent (no power) memory (Patel and Werner, 1992).
Polymer dispersed LC technology is based on a concept called nematic
curvilinear aligned phase (NCAP), in which the nematic LC material is
microencapsulated in atransparent polymer. Polymer dispersed LCDs do
not use polarize's and employ plastic film substraes rather than glass
(Castellano, 1992). This technology does not require a backlight, is
bistable, and has full grey scale memory (Y aniv, 1995).

LCDs aso can be grouped according to the method by which the
individual picture elements (pixels) are activated (or addressed). Thetwo
commonly used addressing modes arepassive matrixand active matrix. In
passive matrix LCDs (PMLCDs), pixels are defined by the intersection of
a pair of vertical and horizontal electrodes. Voltages applied to any
selected pair causes the LC material at the intersection to respond.
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AMLCDs employ an array of individual pixels, each controlled by an
electronic switch (Tannas, 1985). The mog successful adive matrix
approach to addressing pixels uses thin film trarsistors (TFTs). In this
approach, aTFT and acapacitor are used toswitch each LC cell onand off.

L CDs can be monochrome or full color. Monochrome LCDs usually
use abacklight consisting of one or morefluorescent lamps, areflector, and
adiffuser. Lessfrequently used isabacklight where the light sourceisan
electroluminescent panel. [See following section.] Approaches to
achieving color LCDs are numerous and increasing every day. One
approachissimilar to the additive col or method employed in modern CRT
displays. In this approach, pixels are composed of three or more color
subpixels. By activating combinations of these subpixds and controlling
the transmission through each, a relatively large color gamut can be
achieved.

Backlightingisan important issuewith L CDsandeven moreimportant
for HMD designsbased on LCDs. In general, backlights must be efficient
(> 40 lumens/watt), produce high luminance (> 20,000 fL) (critical due to
the poor through-put of LCDs), have high luminance uniformity (< 20%
variation), havelong life (>30,000 hours), and have awide dimming range
(> 5000:1) (Allen et al., 1995). Research is ongoing to achieve and/or
exceed these requirements for military aviation applications (Altadonna,
1996; Jiang, 1996; Kalmanask and Sundraresan, 1996). For HMDs, two
optionsare possible: (a) The backlightis physically located away fromthe
LCD, i.e, elsewhere in the aircraft or (b) a miniature backlight must be
used. Mounting the backlight in theaircraft places additional luminance
requirements on the backlight and the aircraft designers, since space,
weight, and power demandsmust be addressed. Integrating the backlight
with the display requires the devel opment of subminiaure (<2" diagonal)
backlightscapable of therequirementscited above Several manufacturers
currently provide fluorescent backlights with diagonal measurements of
approximatdy 0.8" and 1.6'. Currently, theselightsprovide only moderate
luminance values which are inadequate for HMDs during daytime use.

Themost common backlight sourceisthecold-cathodefluorescent tube
(CCFT). The four parameters which define their operation are the
minimumdischarge voltage, operating voltage, frequency, and tube current
(Ward, 1992). Theminimum dischargevoltage (whichisdevelopedby the
inverter and increaseswith tube age) istheminimumvoltage needed to fire
thetube near the end of itslife. The voltage across the tube during normal
operation and drawing normal current is the operating voltage. Tubes
operate on an alternating current (AC) voltage at some frequency usually
near 30 kHz. The most inportant parameter in determining the tube
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brightnessis the tube current, expressed as the nominal root-mean-square
(rms) current.

Alternative, potentially high brightness, backlights based on field
emission displays (FEDs) and light emitting diodes (LEDS) are being
investigated. LED backlights have been in use for monochrome
transflective LCDs for some time (Bernard, 1996). However, curently
available LEDs do not have the luminous efficiency to repace CCFTsin
most LCD applications. Recent improvements in efficiencies and the
investigation of more exotic materials, such as organic LEDs, are
improving their potential. If current luminous efficiency and
manufacturing problems can be overcome, the packaging problem for
backlightsin LCDs for HMDs may be solved.

Electroluminescence

Electroluminescent displays generally have a layer of phosphor
material sandwiched between two layers of a transparent dielectric
(insulator) material which is activated by an eledric field. Pixels are
formed by patterning the phosphor into dats. EL displaysare either AC or
direct current (DC) driven and al so can beclassified aspowder or thin/thick
film. Thetwo most prevalent EL display types are direct current thick film
EL (DCTFEL) and alternating current thin film EL (ACTFEL). Active
matrix EL (AMEL), which uses active metrix addressing, can provide
reasonably high luminance, contrast, and speed. All EL displays are
emissive innature (Castellano, 1992).

EL displays are available asmonochrome, limited cdor, or full color.
Colorisachievedeither by classicfiltering techniquesof color-by-white or
by patterned phosphors similar to those usedin conventional CRTs. EL
panelsof uniform layers of phosphar sometimes are used as backlights for
LC displays.

Light emitting diode

Light emitting diode displays are emissive displays composed of
multiple LEDs arranged in various configurations which can range from a
single status indicator lamp to large area X-Y addressable arrays. The
individual LEDs operateon the principle of semiconductor physicswhere
electrical energy is converted into light energy by the mechanism of
electroluminescenceat the diode junction. Light energy isproduced when
this junction is forward biased by an applied voltage. The LED's light
output is a relatively narrow spectral band and often is considered
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monochromatic (single color) and identified by a dominant wavel ength.
The "color" of the LED is afunction of the semiconductor material, and,
for the visible spectrum, includes green, yellow, red, and blue (Tannas,
1985; Castellano, 1992).

LED displays typically are monochrome, but the use of subminiature
LEDs in red-green-blue (RGB) configurations can provide full color.

Field emission

FEDs are emissive displays. They consist of a matrix of miniature
electron sources which emit the eledrons through the process of field
emission. FHeld emission isthe emission of electronsfrom the surface of
ametallic conductor into avacuum under the influence of a strong electric
field. Light is produced when the electrons strike a phosphor screen
(Cathey, 1995; Gray, 1993). [Note: Thisprocessalso isreferred to ascold
emission.] FEDs can be classified by their geometry: point, wedge, or thin
filmedge. Eachgeometry hasitsown advantagesand disadvantages. FEDs
aredriven by addressing a matrix of row and column electrodes. Full grey
scale monochrome and full color displays have been devel oped.

V acuum fluorescent

Vacuum fluorescent displays (VFDs) areflat vacuumtube devicesthat
use a filament wire, control grid structure, and phosphor-coated anode.
They operate by heating the filament to emit electrons which then are
accelerated past the control grid and strike the phosphor anode, producing
light. They are emissive displays. VFDs typically are usd in small dot
matrix or segmented displays. VFDs can be classified by their anode
configuration: single matrix, multiple matrix, and active matrix. The
singlematrix configuration uses one anode and isthe simplestdesign. The
multiple matrix configuration uses mutiple anodes which allow the duty
cycleof thedisplay tobeincreased. Activematri x configurati onsalso have
multipleanodes but have switching el ements at each anode (Nakamuraand
Mohri, 1995).

VFDsarewidely usedin automotive applications. They primaily are
used to present text and graphics. Monochrome and multicolordisplaysare

available, with full color possible as more dficient blue phosphors are
developed. They have little potential for HMD applications.

Plasma
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Plasma (gas discharge) displays are emissive in nature and produce
light when an electric field is appli ed across an envel ope contai ning a gas.
The gasatoms areionized, and photons (light) areemitted when the atoms
returnto their ground state. A plasmadisgay isan array of miniature gas
discharge lamps, similar to fluorescent lamps. Images are produced by
controlling theintensity and/or duration of each lamp's discharge aurrents.

Plasma flat panel displays can be classified according to whether the
applied voltages are alternating current or direct current; however, thereis
ahybrid AC-DC plasma display. Plasmadisplaysalso can be classified by
the method usedto update theinformation on thedisplay. Themethodsare
known as memory and refresh.

Initially, plasma displays were only monochrome and light emission
was orange, green, yellow, or red, dependent upon gastype. Full color has
been achieved by placing phosphorsin the plasma panel andthen exciting
those phosphorswith ultraviol et light from the plasma. Plasmadisplaysare
currentlythe only choiceif thedisplay application requiresdirect view, full
color, large-screen, and video rate capable displays. Currently, these FPDs
are candidates for HMD use.

Electrochromism

Electrochromism (EC) isachangein light absorption (color change) as
aresult of areversiblechemical reaction which occursin accordance with
Faraday's law of electrolysis (Tannas, 1985). The pixels act as little
batteries which are charged and discharged. These displays possess
excellent color contrast between “on” and “ off ” pixels and do not have to
be refreshed. EC displays are low power, nonemissive displays.
Disadvantagesinclude poor resolution, limited color range, high cost, and
addressing problems (Warszawski, 1993).

Electrophoresis

Electrophoretic (EP) displaysarepassive (honemissive) displayswhose
technology is based on the movement of chargedparticles (of onecolor) in
acolloidal-suspension (of asecond color) under theinfluence of an electric
field. The application of the electric field changes the absorption or
transmission of light through the solution. Usually, color cortrast is
achieved through the use of dyes in the solution. When a DC fidd is
applied to the suspended dye, the particles of thedye migrate to thesurface
of atransparent conductor which actsas the screen. The surface takeson
the color of the particles. When the electric fieldisremoved (or reversed),
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the dye particles are dispersed back into the suspendant, and the surface
takes on the color of the suspendant. EP dispays offer the desirable
features of large area, wide viewing angle, and long memory without the
need of a power supply (Castellano, 1992, Tannas, 1985; Toyama et al.,
1994).

Digital micromirror

The digital micromirror device (DMD) display isamatrix where each
pixel isavery small square mirror on the order of 10-20 microns. Each
mirror pixel is suspended above two electrodes driven by complemertary
drive signals. The mirrors are suspended between posts by a very thin
torsion hinge attached to opposite (diagonal) corners of the mirror. When
no signal voltage is applied, the mirrorisinitsflat state. The application
of adrive signal causesthemirror to tilt one way or the other. The mirror
tilt istypically 10 degrees. These two conditions (actually three, since the
tilt can be in two directions) correspond to “on” and “off ” pixel states.
Imagesare formed by using themirrorsto reflect light. DMDsare usedin
projection displays and offer potentially significant advantages in size,
weight, and luminance capability over other types of projection systems
(Critchley etal., 1995; Sampsell, 1994).

Summary

Further detailed descriptions of these technologies can be found in
Tannas (1985), Clark (1992), and Biberman and Tsou (1991).

While overcoming the weight, size, power, and heat generation
deficiencies of CRTs, each FP technology offers advantages and
disadvantages. These are summarized in Table 2.3.

A survey of existing FP techndogies (Harding et al., 1996) to idertify
those promising the most potential for Army aviation use concluded that
AMLCD, EL, and plasma were the most commercially available
technologies. LCDs, by far, are the most mature of the FP technologies
and, therefore, the most likel y candidate for avi ation applications. In fact,

Table 2.3,
FP technology advantages and disadvantages.
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Technology Advantages Disadvantages
AMLCD 1. Full color 1. Limited viewing angle
2. Superior imagequality 2. Requires backlighting
3. Video speed for general 3. Limited video speed for
viewing military gpplications
Passive LCD 1. Low cost 1. Reduced resolution
2. Simple design 2. Slow response
Electroluminescent | 1. Very rugged 1. Limited brightness
2. Highresolution 2. Full color under
3. Wideviewingangle development
4. Long life 3. Ineffici ent drive scheme
Plasma 1. Long life 1. Affectedby
2. High luminance electromagnetic fields
Field emission 1. High luminance 1. Questionablereliebility
2. High energy efficiency 2. Higher voltages
required
3. Production problems
Digital micromirror | 1. High luminance for 1. Temporal artifacts
projection 2. Artifacts, both temporal
2. Reduced flicker and spatial
Light emitting 1. Low cost 1. Lack of full color
diode 2. High power requirement
Electrochromic 1. High contrast 1. Addressing techniques
2. Low pixel addressing
speed
Electrophoretic 1. Low power requirement 1. Suspensions are
complex and hard to
reproduce
2. Low pixel addressing
speed
Vacuum fluorescent | 1. High luminance 1. Limited resolution
2. Wide viewingangle

AML CDs have been selected by the Comanche program for bothits panel -
and head-mounted displays. In November 1997, it was decided to replace
the miniature CRTsin the HIDSS with AMLCDs.

Considerableeffort has been put into establishing criteria for the use
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of AMLCDs in U.S. military aircraft. A draft standard for such use
(Hopper et a., 1994) has been prepared which addresses both the
engineeringand visual performanceissuesof thesedisplays. However, this
standard does not address those perfarmance issues inherent soldy to
miniature displays considered for useinHMDs.

Thegrowing requirement for alter nateimage sourcesto CRTsfor HMD
designshashel ped to drivethe devel opment of miniaturized FPDs. Typical
physical goals for such devices ae 20 mm x 20 mm (~ %4’ x 34") area, 15
mm depth, and <25 grams mass(Worboyset al., 1994). In additionto these
desirablesizeand mass (weight) characteristics, miniature displaysmust be
adaptable to see-through systems and have sufficient resolution and
luminance. The image source size dimensions (~28 mm diagonally) are
loosely dictated by the FOV (25°to 50°), eyerelief distance (> 25 mm), and
exit pupil size (~10 to 15 mm). Strangely, if the image source is
significantly smaller or larger, the physical packagingof thedisplay andits
optics become unacceptably large (Ferrin, 1997).

Resolution for FP displays is defined as the highest spatial frequency
which can be presented. It is usually expressed as the number of picture
elements (pixels) in bath the horizontal and vertical directions. Typical
resolution values are 640 (H) x 480 (V), 1024 (V) x 768 (H), and 1280 (H)
x 1024 (V). An important concern when selecting the resolution of
pixelated image sourcesisto ensure that, when viewed by the eye through
thedisplay optics, individual pixelsarenot resolvable (Ferrin,1997). Such
a situation would lower image qudity and be found objectionable to the
viewer. Based on the human eye’ s minimum resolution of 1 arcminute, an
HMD with afidd of view of 40° should not have less than 2400 pixelsin
either dimension (3400 pixels, if the Kell factor is applicable to discrete
displays and considered). Currently, thisis an unoktainable requirement.
Displays with 1280 pixels (in one dimension) are currently state of the art.
Even neglecting the Kell factor, this reolution would limit the FOV to
approximatdy 20°. However, one method to overcoming this problem is
the use of diffusion or defocusing screens over the image source. This
“softens’ the image, making it more visually acceptable. One study
(Harding et a., 1997), which investigated threshold visual acuity with a
number of LCD FPDs, found that a diffusing screen did not reduce acuity

and may have helped by filtering out unwanted high spatial frequency
Noi se.

In a see-through HMD design, the HMD image is viewed against the
background of the outside world, which can take on a wide range of
luminancevalues. Thesevaues range from that of amoonless, clear night
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sky (0.00001 fL) to that of a sunlit white cloud (10,000 fL). The image
source must have high enough luminance to provide (after losses through
the opticswhich can be ashigh as 80%) sufficient contrast (SOGs) to allow
adequate vision for successful completion of all mission tasks. Current
commercidly available miniature FP imege sources ae limited to
luminances of only dlightly better than 200 fL.

There are two leading candidate FP technologies for the miniature
image sources needed for Army aviation: AMEL and AMLCD. Aswithall
FP displays, these two display types do not have a mature and reliable
manufacturing history, do not providefor sufficient symbology luminance,
and have limited distortion correctionschemes (Bdt et al., 1997). AMELs
additionally suffer from insufficient video luminance; AMLCDs ( because
of their low structure transmission) require extremely high backlight
luminancesand havelimited tempord response for presenting the dynamic
imagery required for themilitary ratary-wing environment.

A FP technology display which has recently gained condderable
attention because it offers CRT-ike characteristics in athin, flat package
isthe FED (Jones and Jones, 1995). FEDs are considered by some HMD
designersto be the best of both worldsand a hands-down choice for future
aviationapplications. Their potentid performance advantagesincludevery
low power requirements, wide viewing angle, excellent resolution, and
high contrast (>100:1); and they can withstand the harsh aviation
environment, including temperature and vibraion reguirements. However,
FED displays have yet to meet their full potential, still attempting to
overcome problems with high dendty patterning, switching voltages,
luminanceuniformity, dri ver e ectronics, production, reliability, and others
(Jones et al., 1996; Giri, 1995.). While considered as the mog promising
display technology for advanced cockpit applications (Marticello and
Hopper, 1996), for now, FEDswill have to settle for bang the “holy grail”
of image sources.

An excellent bibliography for the technical characteristicsof currently
availableminiature FPimage sourcesis provided by Ferrin (1997). TheFP
manufacturing community is actively seeking to expand the performance
of current displays Through these efforts, these displays ae slowly
overcoming the limitations briefly described here. It is imperative that
HMD devel opers maintain awareness of such improvements. Theauthors
have found the two major sources of information on FP development and
HMD design to be the annual conferences held by the Society of
Information Display (SID), Santa Ana, California, and by the Society of
Photo-Optical Instrumentation Engineers(SPI E), Bellingham, Washington.
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Lasers

Another novel imaging source, which has recently gained recognition
ashaving apotential for applicationto HMDs, isthelaser. Lasersasimage
generators have been designed and investigated on alarge physical scde
(Bohannon, 1997). Based on projection, these devices produceimagery on
ascreen usingthe basic scanning method of CRTs. Rather than an electron
beam, alaser beam is scanned in two dimensions, with the beam intendty
modulated at every pixel. If scamed at frequencies of 60 Hz or greater, a
flicker-freeimage which theeye can seeisproduced. Laser projectorsare
claimed to produce images with: sufficient luminance, color gamut, and
color saturation.

Animage source based on the scanning laser which generatesan image
directly onto the retina of the eye has been proposed for HMD application
(Proctor, 1996; Johnston and Willey, 1995; Kollin, 1993) (Figure 1.12).
One version of this device, called the Virtual Retinal Display, has been
developed at the Human Interface Technology Laboratory, University of
Washington, Seattle, Washington. Its basic principle is the same as used
in the scanning laser ophthalmoscope (Webb, Hughes, and Delori, 1987).
A laser diode (or three laser diodesfor color) isintensity modulated as it
is scanned vertically and horizontally. An optical interface is used to
project the scaming beam ontothe retina. The exit pupil of the opticsis
designed to be coplanar with the entrance pupil of the eye. The eye's
natural focusing then forms the image on theretina. It is claimed that the
device will be able to provide high (diffraction li mited) resolution, high
luminance, and monochromatic or cdor imagery within the small weight
and volume requirements of HMD designs. Disadvantages, at least
potentiall y, include scanning complexity, susceptibility to degradation in
high vibration environments(asin Army aviation), limited exit pupil size,
and safety concerns.

An adaptation on the laser scan virtual retinal display described above
isasystem being devdoped by Microvision, Inc., Seattle, WA. Rather than
scanning directly onto the retina, the Microvision system takes “video
modulated” laser beams and couples them via fiber optic cables to
mechanical scannersto create araster image which is delivered tothe eyes
by an HMD optical relay system.
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Optical Designs 3

William E. McLean

Introduction

The basic purpose of the optical designs for helmet and head mounted
devices is to focus small image sources to provide a specific field of view
to the viewer with sufficient eye clearance for spectacles and protective
masks, and sufficient size eye box to compensate for pupil displacements
from eye movement, vibration, and head/helmetslippage. To achieve these
objectives, a series of calculations are required to determine the sizes of
key HMD elements, particularly the diameter of the last optical power
element(s) of the eyepiece for a given set of HMD characteristics. The
sizes of the HMD elements will primarily determine the ultimate weight.
This exercise will start first with a direct view system such as NVG with
no see-through provision, the refractive, on-axis (such as IHADSS), and the
on-axis catadioptric designs with see-through vision. The first order
eyepiece calculations for the off-axis designs are unique to the particular
design, and are beyond the scope of this exercise. However, they will be
discussed later on in this section.

Determining Field-of-View

The focal length of the eyepiece is selected based on the size of the
image source (real or virtual) to obtain a particular FOV. This general
relationship between optical focal length and FOV canbe approximated by

the following equation, assuming the image is focused at infinity:

f=10.5d/tan (0.5 FOV)] Equation 3.1
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where f=eyepiece focal length (linear units such as inches, millimeters),
d = diameter or dimension of the display (linear units), and
FOV = field of view in degrees.

Example: What is the approximate eyepiece focal lengthto obtaina 40°
FOV with an 18-mm display?

£=1[0.5x 18/tan (0.5 x 40)] = 9/tan (20) = 24.73 mm

Note that increasing the image source size will increase the FOV for a
given focal length and vice versa. Methods to optically increase the size of
the display will be discussed in the pupil versus nonpupil forming optical
system section.

The diameter of the last optical element in an eyepiece design will also
determine the maximum eye clearance distance to retain the full FOV. The
physical limits for the eyepiece diameters are determined by the focal
lengths. As the eyepiece diameter increases for a given focal length, the
contribution from optical distortions will also increase, which will usually
require more optical elements (more weight) to compensate for the
aberrations and distortions. Although the eyepiece for the ANVIS is
referred to optically as a simple magnifier, there are five refractive
elements in the present design. The relationship between the lens focal
length and its entrance or exit aperture (clear optical diameter) is the //#,
which is expressed as the ratio of the lens focal length to its diameter:

fH#=F/d Equation 3.2
where F = focal length and d = diameter of lens in the focal length units.

The maximum practical f//# for an eyepiece is f//# 1.0. The f/# for the
ANVIS objective lens is f/#1.2. Typical fast camera lenses are f/# 1.4. For
this discussion, we will use an f/# limit of 1.2. For the above eyepiece
focal length example, the diameter of the 24.73 mm focal length lens with
an f/# 1.2 would be 20.6 mm (24.73/1.2). For a nonsee-through system
such as a typical NVG, the lens diameter then can be used to compute the
maximum eye clearance distance to obtain the maximum FOV. For an
imaging system with a beamsplitter (combiner) to provide see-through
vision, determining the maximum eye clearance distance for a specific
eyepiece diameter becomes a little more complex, but will be illustrated
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and plotted in later graphs.

Additional requirements for an HMD include sufficient eye clearances
for spectacles and protective masks and lateral eye displacements (function
of the size of the exit pupil) without reducingthe FOV of the display. Eye
clearance is measured from the apex of the cornea to the last optical or
mechanical obstruction such as the lens mount or edge of the combiner.
With on-axis viewing, the pupil is located approximately 3 mm behind the
apex of the cornea. The size of the typical pupil viewing a night display is
less than 5 mm. To retain the FOV of the display with increasing eye
clearance distances or vertex distances and lateral displacements, the
diameter of the last optical element with power has to increase, which
increases weight and may exceed the f/# limits. For a direct view, nonsee-
through design, the minimum eyepiece diameter without vignetting with
eye alignment along the optical axis can be calculated by using the tangent
function:

d= 2(d,+3)[tan (0.5)(FOV)] +d,, Equation 3.3

where d.. = eye clearance in millimeters, which includes the vertex distance
and mechanical obstructions and d,, = exit pupil diameter in millimeters.

For a direct view nonpupil forming system, mounted on a stable
platform, and with sufficient mechanical adjustments for fore-aft, vertical,
IPD, and tilt, such as the ANVIS, the effective exit pupil diameter can be
smaller than for a pupil forming system. For example, IHADSS HDU has
a 10-mm exit pupil, the specification for the HIDSS is 15 mm on axis and
12 mm for peripheral rays, where ANVIS is specified as 7 mm. Using
Equation 3.3, the eye clearance in millimeters can be calculated from the
previous diameter calculation (20.6 mm) and 40 degree FOV, assuming an
d., value of 7.

20.6 =2(d,, +3)[tan (0.5)(40)] +7
2d, +6= (20.6-7)/tan 20
d..=[(13.6/0.364) - 6]/2
d..=15.7 mm

Later is this section, we will show that a protective mask without a
blower will require aneye clearance of approximately 30 mm. Therefore,
the optical designer typically begins with the eye clearance requirementand
exit pupil size, and works backwards to determine the display size for a
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given FOV. To demonstrate the importance and contribution of the eye
clearance on FOV, recalculating the above equation with an eye clearance
of 30 mm and the eyepiece and exit pupil the same, the FOV is reduced to
23.3 degrees. Similarly, to obtain a 40 degree FOV with 30 mm of eye
clearance, the diameter ofthe eyepiece would be 31.0 mm. Alsonote that
reducing the exit pupil size reduces the eyepiecediameter the same amount.
With angular eye movements, the eye is displaced perpendicular to the
optical axis and will require the optical exit pupil to be located ideally
approximately 2 to 3 mmbehind the pupil of the eye, particularly for pupil
forming imaging systems (Shenker, 1987).

The primary purpose of this first order optical exercise was to show
how the variables of FOV, exit pupil size, eye clearance, image source size,
and f//# interact with the simplest of optical designs for a flat display with
nonsee-through vision. When see-through vision is desired with an added
combiner, the calculations become more complex, but can be solved with
multiple trigonometry steps. The optical designer can also increase the
FOV for a given eyepiece focal length by using a concave display or image
plane, inducing barrel distortion for the objective lens and neutralizing the
barrel distortion with an equivalent pincushion distortion for the eyepiece.
This technique is used for ANVIS. Graphs of the diameter of the eyepiece
for the various HMD designs will be shown in the next section for
comparison purposes.

Optical Aberrations

In addition to just focusing or collimating the display, additional optical
elements are usually required to compensate for chromatic and spherical
aberrations, distortion, field of curvature, etc. Because the additional
elements add undesirable mass to electro-optical devices, a short discussion
of these optical characteristics will be included (Smith, 1990).

Chromatic aberration

All lens elements with refractive power act like a prism by refracting
(bending) wavelengths of differentcolors by slightly different amounts. To
compensate for this and to reduce the rainbow effects from the lens
elements, the optical designer uses lenses in pairs (usually fused), opposite
in lens power with different refractive characteristics (index of refraction
and dispersion). These lenses are called achromats, Other methods to
reduce chromatic aberrations are to (a) use narrow band light sources or
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phosphors, (b) use spectral filters that block and narrow the wavelength
range of the display, and (c) to reflect select wavelengths with dichroic
combiners or beamsplitters.

Spherical aberration

The curvatures of the front and back surfaces of most optical lenses are
spherical, to both reduce cost and optimize surface quality and fidelity. To
maximize the bending power of a lens with the least weight, the front and
back lens curvatures would be similar in shape, but curved in opposite
directions (double convex) . However, the spherical curvatures in the
double convex form induce additional lens power as the rays enter the lens
away from the optical center for a given angle of incidence. The
characteristics of eyepiece spherical aberrations to the observer when
viewing a resolution chart in the middle of the FOV would provide clear
vision when the eye is positioned on the optical axis, but blurred vision as
the viewer moves their eye perpendicular away from the optical axis, or
vice versa, depending on the focus of the eyepiece.

To minimize spherical aberrations with spherical surface lenses, the
optical designer could use a combination of achromatic lenses and changes
in lens curvatures. A simpler optical design to reduce spherical aberrations
can be obtained using aspheric lenses. Instead of spherical surfaces, an
aspheric lens has surface curvatures that deviate from a spherical surface
such as being parabolic in shape. The paraboliccurvature would reduce the
increasing lens power with increasing lateral distances from the optical axis
towards the edges of the lens. Unfortunately, producing custom aspheric
lens designs usually requires either a molding process or diamond turning.
The molding process for quality lenses is expensive unless the volume is
high, and diamond turning limits the materials and the smoothness of the
lens surface. Therefore, aspheric surfaces for optical designs have been
limited to either high volume camera lenses (Polaroid Land™ camera) or
expensive small production items (Hubble telescope components).

Distortion

The ideal optical design will project the image from the display to the
viewer without altering the shape of the image. Common optical
distortions are referred to as pincushion, bamel, trapezoidal, or a
combination of shapes from square images. In addition to the common
optical distortions, shear and “S” distortions of straight line images may
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occur with EO systems with coherent fiber-optic bundle components.
Pincushion and barrel image distortions are common with “on-axis” optical
designs. Trapezoidal distortions occur with “off-axis” designs. These
distortions can be corrected either optically and/or electronically for
HMDs. NVGs use only optical distortion corrective methods. Optical
corrections increase the number of optical elements and weight. Electronic
corrections can be analog for CRT displays, without any additional delays
in the signal processing. Digital distortion correction can be applied to
both CRTs and to discrete element displays such as LCDs and ELs. Digital
processing may induce a possible image delay. However, required
distortion corrections, particularly the electronic method, may reduce
resolution or cause the resolution to vary across the display.

Field curvature

Field curvature induces changes in the refractive power from the center
to the edges of the display. The effect is similar to spherical aberrations,
except the center and edges of the display would have different focal
distances. The center could be clear and the edges blurred, or vice versa,
depending on the focus of the eyepiece. Field curvature can be
compensated for by using additional lenses or curving the face of the
display. With NVGs, the fiber-optic inverter of the image intensifier tube
has a concave surface to reduce field curvature. For the IHADSS, a plano
concave lens is placed on the plano CRT faceplate, which optically curves
the image from a flat CRT faceplate.

Types

There are a number of HMD optical design types. Figures 3.1 and 3.2
show the ray trace differences between the various simplified eyepiece
designs. For comparison purposes, the drawings of each eyepiece type

design are equally scaled. The full scaled drawings used 30-mm eye
clearances and 5-mm exit pupils to obtain a vertical FOV of 40°.

Refractive

The simplest NVG, HUD, and HMD use refractive, on-axis eyepiece
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optics. Examples are the AN VIS (Figure 3.1a) with no see-through vision
and a reflex HUD (Figure 3.1b) with a45° angle combiner and see-through
vision. The see-through vision is provided with a partial reflective beam
splitter or plano combiner. IHADSS HDU (Figure 3.2a), which is an HMD
with see-through vision in the AH-64 aircraft for night pilotage, tilts the
combiner to 38° from the last optical lens to improve eye relief. Refractive
optical designs use lenses for imaging. The IHADSS HDU provides
imagery and symbology fromremote sensors, where the two night imaging
sensors (P tubes) are contained in the ANVIS. The primary advantage of
the refractive design with a plano combiner is the high percent luminance
transfer from the display to the eye. The primary disadvantages for
refractive HMDs with see-through visionare excessive weight with limited
fields of view and eye clearance.

The ANVIS eyepiece is asimple well corrected magnifier with no see-
through vision. Other NVG designs such as the Eagle Eye™ or the Cat’s
Eyes™ use prism combiners for see-through vision with P, but the see-
through combiners with intensifier tubes have been used primarily by fixed-
wing fighter type aircraft with HUDs. These see-through plano combiners
are enclosed or sandwiched between two prisms which, when combined,
form a plano refractive media with minimal prismatic deviation. The
purpose of the prism combiners is to increase the combiner stability and
increase the eye clearances for a given FOV and eyepiece diameter. Figure
3.2b shows a prism combiner using the IHADSS design. The prism
combiners can also be used with power reflective combiners. Figure 3.2¢
shows a catadioptric eyepiece design without the prism combiner and
Figure 3.2d with a prism combiner.

Catadioptric

Catadioptric optical designs use curved reflective mirrors with or
without lenses for imaging (Figures 3.2c and d). The primary advantage of
catadioptric designs is larger diameter optics with less weight and without
induced chromatic aberrations. By coating transmissive curved surfaces
with partial reflective materials to provide see-through vision, the beam
splitter is referred to as a power combiner. Figure 3.2d shows the
catadioptric design with a prism combiner to increase the eye clearance for
a given FOV. The primary disadvantages are reduced luminance transfer
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Direct View - no see-through
non pupil forming

Figure 3.1.

a) Direct
through, NVG type
combiner at45°.

V Image plane

Exit pupil

Eye piece

HMD eyepieces:
view, no see-
eyepiece and b) refractive see-through
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/— Plano combiner
>\

Lens (eye piece)

Refractive see-through
pupil forming

Exit pupil

Figure 3.2. HMD eyepieces: a) Refractive (IHADSS), b) refractive
prism combiner, c) catadioptric, and d) catadioptric with



65

Optical Designs

prism combiner.

Jauiquiod ouejd

/

N Jauiquiod wisiyg

{

[idnd 31x3
|

doueles|d afg

Jauiquiods wsud
dA1oRIOY




William E. McLean

66

(4041w Juasedsuesyiwas)

sando
Aejay

Jauiquo) 1amod

J8uIquiod oueld

NI ndnd 3x3

Buiwuoy j1dnd
ybnouayj-ass
oidoipeje)



67

Optical Designs

Figure 3.2. (continued)
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from the display for a given percent see-through vision compared to
refractive systems. Extraneous reflections have also been a problem area.
The catadioptric designs can obtain slightlylarger fields of view for a given
eye clearance compared to refractive systems. Catadioptric designs have
not been used in significant numbers for production HMDs at present, but
have been used in a few HUDs (example OH-58D pilot displayunit (PDU)
for Stinger missiles).

Figure 3.3 shows comparison plots of the eyepiece diameters versus
FOV for the refractive nonsee-through versus the various see-through HMD
designs without prism combiners. The differences between the refractive
and IHADSS HMDs are only in the angle of the combiner to the eyepiece
and central ray to the eye. The refractive see-through HMD (Figure 3.1b)
uses a constant 45° combiner angle forall FOVs, where the HADSS HMD
(Figure 3.2a) adjusts the lower FOV limit ray to run parallel with the
eyepiece to minimizeits diameter. The estimated 60-mm diameter eyepiece
limit is based on mechanical considerations forthe smaller IPD ranges and
overlapped HMD FOVs.

Figure 3.4 graphs and compares the effects on the eyepiece diameter
with and without prism combiners for the IHADSS and catadioptric
designs. A high index of refraction plastic material (polycarbonate) was
selected for the prism combiners (n = 1.58) for calculation purposes to
obtain the maximum effect. Other materials could be selected for the prism
combiners for the particular properties of the material suchas lower weight
and manufacturing qualities. Note that the surfaces closest and farthest
from the eye of the prism combiners are parallel surfaces for the see-
through vision. Without parallel surfaces, unwanted prismatic deviations
or refractive powers would be induced. The prism combiner is actually
more like a cube beam splitter, except the alignment of the beamsplitter
does not have to be 45° to the central ray.

On- and off-axis designs

On-axis optical designs align the optical centers of each optical
element, or slightly displace one of the elements which can be rotated to
achieve vertical and horizontal alignment for binocular designs such as
binoculars. The IHADSS and the ANVIS refractive designs use on-axis
alignment. The on-axis, see-through catadioptric designs include power
and plano combiners. Off-axis catadioptric systems are usually referred to
as reflective off-axis systems and may or maynot require plano combiners.
As the off-axis angle to the power combiner increases, the induced
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Figure 3.3. FOV versus eyepiece diameter for different designs.
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Figure 3.4. Comparisons between refractive and catadioptric HMDs with
and without prism combiners.

distortions and aberrations increase rapidly (Buchroeder, 1987). An
example of a modest off-axis catadioptric design with a plano combiner is
shown in Figure 3.5 (Droessler and Rotier, 1989; Rotier, 1989). This
catadioptric design achieves a 50° x 60° FOV with a 10-exit pupil and 30-
mm eye relief (measured from plano combiner intercept to apex of eye
along primary line of sight). However, note the optical complexity with 11
refractive elements and 3 reflectivesurfaces withvery complex coatings for
both eyepiece reflective surfaces to maximize see-through and display
transmissions. The modest trapezoidal distortion of 7.5% (Figure 3.6) will
be aligned with the power combiner. Another promising HMD is the
Monolithic Afocal Relay Combiner (MONARC), which is an off-axis,
rotationally symmetrical lens system with modest FOV potential, but
excellent see-through approach (Figure 3.7). However, for any of the off-
axis binocular systems, the distortions will have to be corrected to achieve
point for pointimage alignment throughout the FOV.

The primary advantage ofthe off-axis reflective HMD design is that it
provides the highest potential percent luminance transfer from the display
with the most see-through vision and increased eye clearances for a given
FOV. The primary disadvantages are very complex optical designs, shape
distortions, and low structural integrity and stability of the reflective
surface. Figure 3.8 shows the conceptual drawings (top and side view) of
an off-axis HMD using the visor as the eyepiece. Note the locations of the
aerial images, which are shown for the left eye. The location of the relay
optics will be either on top of the helmet, or below, where both locations
have undesirable characteristics such as a high center of mass, or produce
lower obstructions to unaided vision. Also,note that the head seems to get
in the way with the optics or relay image. Again, there have been
prototypes and a few HUDs, but no production off-axis reflective HMDs.
Where there are no provisions for electronic distortion correction, as found
with NVGs, the off-axis designs become unacceptable from the keystone
or trapezoidal type distortions.

Pupil and nonpupil forming
A nonpupil forming virtual display uses a simple eyepieceto collimate

or focus a real image source. An example is NVG where eyepieces focus
the 18-mm phosphor screens to produce a 40° FOV. The display size,
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eyepiece focal length, eye
clearance, exit pupil
diameter, and f/# define the
F 0O v relationships
similar to viewing
through a knot hole (Figure
3.1a). A method to
increase the apparent size
of a display u p t o
approximately 2x

Figure 3.5. Ray trace of
50° x  60° tilted cat
ocular (Droessler
and

Rotier,1989). L
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Exit
pupil
Figure 3.6. Optically
induced distortion from
tilted cat, off- axis HMD

design.

Figure 3.7. MONARC with rotationally symmetrical lens system (folded
catadioptric).

is with a coherent fiber-optic taper placed on the display. This approach
based on a 1.5x taper was used with the Advanced I’ program to obtain a
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60° NVG FOV from the 18-mm diameter intensifier tubes. The
disadvantages of the expanding taper are a slightly increased weight
compared to the 40° FOV ANVIS and reduced light transmissions.
However, without the taper, the increased tube diameter (from 18 mm to 27
mm) needed to obtain the same 60° FOV would weigh much more than the
18-mm tube with the 1.5x taper, but would not have a reduction in light
transmission.

A pupil forming system has the same basic optical design as a
compound microscope or telescope. Other common examples are rifle
scopes, periscopes, and binoculars. For the pupil forming system, the
eyepieces collimate virtual images that are formed using relay optics. The
primary purpose of the relay optics is to magnify the real image with the
eyepiece providing additional magnification. Relay optics can also
transport and invert the image as in the case of a periscope. The pupil
forming system forms a real exit pupil that can be imaged with a
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Side View

Aerial image

Relay System 7 Folding prism

Off-aperture

combiner —\

Exit pupil
Top View
Q:r

Left
eye

Center. J

curvative

B
Aerial image and

focal plane

Figure 3.8. Reflective visor HMD: a) side view andb) top view (Skenker,
1987).
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translucent screen. Unlike the knot hole analogy for the nonpupil forming
device, the pupil forming system requires the pupil of the eye to be
positioned within a specific area to obtain the full FOV. If the eye is
moved closer than the exit pupil, the FOV will actually decrease. Also, if
the eye is moved laterally outside the exit pupil, the complete display
disappears where the nonpupil forming system merely vignettes the FOV
in the opposite direction of lateral movement outside the exit pupil. The
exit pupil for a pupil forming system is defined by the optical ray trace and
is shown in Figure 3.9a for the center of the FOV and Figure 3.9b for the
edge of the FOV. Note also the field lens, which is used to channel the
aerial image to the eyepiece and adjust the eye clearance.

The relay optics of pupil forming devices usually are determined after
the type eyepiece design, FOV, optical length, exit pupil diameter, and eye
clearance values have been defined. To minimize the size and weight of
the relay optics, the designer will attempt to use the shortest optical path
possible within mechanical constraints.

Partially Silvered, Dichroic, and Holo graphic Combiners

Partially silvered combiners are broadband reflectors of the visible
wavelengths. The advantages of partially silvered combiners are minimal
effects on color transmittance of the image source or see-through vision.
Increasing the reflectanceofthe combiners increases the luminance transfer
from the display, but proportionally reduces the see-through transmittance.
The sum of the display transfer and see-through vision for partially silvered
mirrors is always less than 100%.

Dichroic combiners reflect the primary wavelengths of the display and
transmitthe other visible wavelengths. When using narrow band phosphors
such as P43 phosphors, the sum of the percent luminance transfer from the
display and the percent see-through vision can be greater than 100%. The
primary disadvantage of a dichroic combiner is the effects of color
perception with see-through vision. Typically, the wavelengths optimized
for reflection by the combiner are also one of the wavelengths of head-
down displays.

Holographiccombiners are essentially diffraction gratings for use with
monochromic or very narrow band light. The primary advantages of a
holographic combiner are: a) it has a high luminance transmittance and
see-through vision; and b) the apparent shape and tilt of the holographic
reflective surface do not have to conform to the normal equal angles for
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incidence and reflection. Thereby, the shape of the combiner may takethe
form of a visor. However, the quality of the image is degraded as the tilt
angle of the final reflective surface deviates from the normal equal angles
for incidence and reflection (Buchroeder, 1987). The holographic
combiner typically is shown as a visor type eyepiece which was discussed
in the off-axis HMD section. Some of the disadvantages of holographic
combiners are durability and reproducibility concerns; see-through vision
is also altered in color and light scattering characteristics.

The holographic combiner sandwiched in a visor has been the goal of
many programs to produce wide FOV, luminance efficient, high resolution,
and cosmeticallypleasing helmet mounted displays for aviation. However,
this technological approach basically defies the laws of optics. The off-axis
power combiner hologram in avisor basically requires atop location for the
display and relay optics. As previously stated, this top location for the
relay optics and the display places the head borne CM in an undesirable
location and the upper head room area is the least available for modern
scout and attack aircraft.
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Clarence E. Rash

Introduction

One HMD enhancement to mission eff ectiveness i s the providing of
video imagery used for pilotage (most effective during night and foul
weather missions). Thispilotageimagery isgenerated fromsensors. These
sensors can either be head/helmet-mounted, as with ANVIS, or airaraft-
mounted, as with the FLIR on the AH-64 Apache. With head-mounted
sensors, the resulting imagery isinherently correlated with thedirection of
head line-of-sight. However, to abtain this spatial correlation for aircraft-
mounted sensors, it is necessary to dave the sensor to head motion; the
sensor must be“visually coupled” tothe head. [It should be notedthat true
line-of-sightis defined by eye gazedirection aswell ashead drection] To
accomplish this task, a head/eye tracking systemis incorporated into the
HMD. Thisvisual coupling also providesthe capability to point (aim) fire
control systems (weapons). Visual couplingtakes advantage of the natural
psycho-motor skills of the aviator (Brindle, 1996).

Tracking Systems

Thefundamental concept of avisually coupledsystem (VCS) isthat the
line-of-sight-direction of the aviator is continuously monitored, and any
change isreplicated in the line-of-si ght-direction of the (aircraft-mounted)
sensor (Task and Kocian, 1995). The subsystem which detects these
changes in head/eye position is called a tracking system (or tracker). As
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hinted at before, tracking systems may detect only head position (and are
called head trackers), may detect only eye position (and are caled eye
trackers), or may be acombination (providing both eye and head position
tracking). Currently, military VCSs use only head trackers to direct
pilotage/targeting sensorsand weaponry. M are sophisticated HM Ds, which
may wish to use eye movement to control switchesor position of imagery
insets, may incorporate eye trackers.

Tracking systemswith hel met-mounted components must minimizethe
additional weight, volume, and packaging impacts onthe HMD. Thisis
best achieved by using anintegrated approach inthe HM D design (Thomas,
1989). The various subsystems, eg., the helmet, optics, etc., still must
performtheir basi ¢ functions with minimal compromise to these functions
and those of other subsystems. Tracking components which must be
helmet-mounted can be moduar (add-on), but integrated approachesallow
for the imbedding of these components into the helmet shell, thereby
optimizing the HM D packaging.

Head trackers

Thesimplest type of tracking ishead tracking, wherethe position of the
head pointing direction is constantly measured. Four major head tracking
technol ogiesarecurrently available: Magnetic, EO, acoustical (ultrasonic),
and mechanical. Magnetic head tracking systems (HTSs) have rapidly
become the tracking system of choice for HMDs. Thisisdueto their high
accuracy and extremely low impact on HMD (and aircraft) weight, size,
and packaging. They also can provide tracking in 6 degrees of freedom.
Magnetic trackers can be AC or DC. Each uses a transmitter attached to
the aircraft and a receiver attached to the helmet (Figure 4.1). The
transmitter fills the cockpit with a magnetic field. Through the
measurement of the magnetic field strength at the receiver, the position and
orientation of the head can be determined (Cameron, Trythall, and Barton,
1995). The major drawback to megnetic trackers has been their
susceptibility to distortion by conducting metallic objects in the cockpit.
This has been overcome partially by pre-mapping the magneticfield of the
cockpit, a one time, but complicated, calibration (unless the cockpit is
modified). Problems with magnetic trackers have included a limited
motion box (volume through which the head can move and the tracker
perform effectively), noise, jitter, and poor dynamic response. Recently,
maj or advancementsin AC magnetic trackershave produced a“ very robust
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metal tolerant” systemwhich overcomesmany previousproblems (Hericks,
Parise, and Wier, 1996). Continuing advances in integrated chip
technology have advanced magnetic (and other) tracking systems through
the development of high eed digital signal processors (Murry, 1995).

There are several approaches to EO head trackers. These range from
the use of video cameras to infrared beams. The AH-64 Apache uses an
EO tracker. It operatesusingtwo pair of |ead sulfide photodiodes mounted
on the helmet. The two infrared sources aremounted behind theaviator’s
seat (Figure 4.2). These photodiodes continuously assess their position
relative to the sources and, therefore, the position/orientation of the
aviator’ shead line-of-sight. These position dataare processed and passed
to the AH-64's FLIR sensor gimbal. EO HTSs must be ableto operate
without interference under combat lighting conditions.

Thetwo remainingtypes of HT Ss, mechanical and acoustical, have not
been implemented to any great degree. Mechanical tradkers require
physical linkages to the helmet, raising obvious safety issues during crash
scenarios. Acoustical (ultrasonic) trackers suffer from susceptibility to



Visual Coupling 83
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igure 4.2. AH-64 EOtracker.

high frequency background noiseand the requirement for demanding high
component mounting accuracy during installation (Cameron, Trythall, and
Barton, 1995).

Regardless of the technology, an HTS must provide defined measures
of accuracy. System parameters include motion box size, pointing angle
accuracy, pointing ande resolution, update rate (of tracker, not display),
and jitter. The motion box size defines the linear dimensions of the space
volume withinwhichthe HT Scan accuratelymaintain avalid line-of-sight.
The box is referenced to the design eye position of the cockpit. It is
desirable that this box provide angular coverage at least equal to that of
normal head movement, i.e, £180° in azimuth, +90 in elevation, and +45°
in roll (Task and Kocian, 1995). The motion box size for the AH-64
IHADSSis 12 inchesforward, 1.5 inches aft, +5 incheslaterally, and +2.5
inches vertically from the design eye position. From a human factors
viewpoint, it is important that the motion box be able to acconmodate
multiple seat positions and aviator posturevariances.

Pointing accuracy, also referred to as static accuracy, usually means
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the performancewithinthe local area of the design eye pasition and for an
angular coverage of +30°i nazimuth and £70°in elevation, i.e., the vol ume
where the head spends most of its time (Task and Kocian, 1995). In a
laboratory setting, current systems can provide excellent static pointing
accuraciesof 1to 2 milliradians (mr) (at least in azmuthand elevation, roll
accuracy is more difficult to achieve). Measured accuracies in actual
aircraft are more typically in the 3-4 mr range. Maximum static accuracy
islimited by the system’ s pointing resolution. Painting resolution refersto
the smallest increment in head position (or corresponding line-of-sight
angle) which produces a difference in HTS output signal level. One
recommendation (Rash et al., 1996) statesthat theHTS should be able to
resolve changesin head position of at least 1.5 mm alongall axes over the
full motion box. HTSs also need to provide a specified dynamic accuracy,
which pertains to the ability of the tracker to fdlow head velocities.
Dynamictracking accuracy (excluding static error) should be less than 30
mr/sec.

HT Supdate rate performanceis an often poorly defined parameter. To
be useful, update rate must be defined in terms of the sampling rate and the
tracking algorithm (Task and Kocian, 1995). Sampling rates of >100 Hz
areavailable. BothIHADSS and HIDSS usea 60 Hz rate. However, if the
display update rateis slower than the HTS sampling rate, then these higher
rates do not offer an advantage.

Variations in head position output due to vibrations, voltage
fluctuations, control system instability, and other unknown sources are
collectively called jitter. Techniques to determine the amount of jitter
present are extremely system specific.

Eye trackers

When viewing or tracking objects in the real world, a combination of
head and eye movementsis used. [It isan unnatural act to track or point
using thehead alone. Normal head and eye coordinated motion beginswith
the eye executing asaccade towards the object of interest, withvelocities
and accelerations exceeding those of the associated head motion.
Consequently, the eye reaches the ol ect well before the completion of the
head motion (Bames and Sommerville, 1978).] Eye movemerts are
confined to £20° about the head line-of-sight. To replicate this viewing
mode, more sophisticated VCSs may augment head tracking with eye
tracking. Thishigher order tracking capabilitywould berequiredfor visual
operation of switches, use of high resolution FOV insets, and future
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advanced optical/visual HMD enhancements. For example, several HMD
designs (Fernie, 1995; Barrette, 1992) have explored the concept of
creating within the HMD’ s FOV asmall inset area of increased resolution
which is slaved to eye movement (Figure 4.3). Such “area of interest”
displays overcome the computational problems of trying to provide high
resolution, wide field-of-view imagery in real time. Thisis achieved by
mimickingthe eye’ sdesign of maximum vidual acuity withinacentral high
resolution area (fovea - 2° diameter area) (Robinson and Wetzel, 1989).
Such designswou d hel p thelong standing conflict between wide FOV and
high resolution, currently design tradeoff parameters.

Eye tracking devices must be usable over the range in which the “area
of interest” inset can be positioned. They must have sufficient spatial and
temporal resolution to accommodate the high velocity and acceleration
rates associated with the saccadic movements of the eye, which can be >
800%sec and > 2000%sec?, respectively. They also must operate over a
wide range of illumination levels, pupil sizes, and other physical ocular
differences. And, they have to be able to address al thesevariations, in
real time, while ignoring meaningless artifacts (Robinson and Wetzel,
1989).

Eye trackers can be monocular or binocular and can measure
movements al ong both horizontal andvertical axes Thereare anumber of
techniques used in these devices for detecting eye movements. These
include the use of eledrodes to measure minute electrical voltagesin eye
muscles responsible for eye movements, the detection of Purkinje images
formed by reflections from the cornea and lens of the eye (Crane, 1994),
the Limbus reflection method using an infrared (IR) LED on the border
between the cornea and the sclera of the eye (Onishi et a., 1994), and a
method where a coil isattached to theeye and its coupling effect to another
stationary coil is measured. However, techniques which are adaptable to
HMDs use a principle of reflecting IR energy from an IR LED(S) off the
eye back into an IR detector(s). One design uses pused IR LEDs to
illuminate the orbital field of the eyes. The distribution of the reflected
energy, which changes with eye movement, is detected by an array of
photodiode detectors (Permobil Medtech, Inc., 1997).

For HMD applications, eyetradking wouldbe used in conjundion with
head tracking.
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Figure 4.3. High resdutioninsetinHMD
FOV.

Alternative tracking technology

For the purpose of completeness, an alternative method of slaving off-
head sensors and weapons to aviator line-of-sight will be included. This
novel, and currently futuristic, method is based on using electro-
encephalogram (EEG) patterns to control certain functions (McMillan,
1995). One such “brain actuated” control under investigation is based on
the concept of recogni zing the al pha- and gamma-band EEG patternswhich
precede certain musaular movements. More complex control applications
based on self-regul ation of theamplitude of asensori-motor rhythm known
as“mu” have been explored in EEG control of aroll positionindicator in
asimulator (Wolpaw and McFarland, 1994).

System Lag (D elay)

For HMDs where the sensor is helmet-mounted, as with ANVIS, the
head and sensor aredirectly coupled and act asoneunit. There isnotime
delay associated with this coupling. However for aircraft-mounted sensor
systems, the very presence of a VCS implies that there will be a delay
between the real world and its presentation (Tsou, 1993). This delay is
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present because the V CS hasto cal cul ate the head positions, translate them
to sensor motor commands, and route these commands to the sensor
gimbal. Then, the gimbal must slew to the new positions and the display
must be updated with the new images. |f the magnitude of the delay is
large enough, several image artifacts may occur: image flicker,
simultaneously occurring objects, erroneous dynamic behavior, and/or
multiple images (Egdeston, 1997).

The natural question is; How fast should the VCSbe in transferring
head mation to sensor motion and then presenting the new imagey? Its
answer depends strongly on the maximum slew rateof the sensor gmbal.
The inability of the sensor to slew at velocities equal to those of the
aviator’'s head will result in significant errors between where the aviator
thinks he islooking and where the sensor actually is looking, constituting
time delays between the head and sensor lines-of-sight. Medical studies of
head motion have shown that normal adultscan rotatetheir heads+/-90°in
azimuth (with neck participation) and -10° to +25° in elevation (without
neck participation). These same studies show that peak head velocity isa
function of anticipated movement displacement, i.e., the greater the
required displacement, the higher the peak velocity, with an upper limit of
352%sec (Zangemeister and Stark, 1981; Allen and Hebb, 1983). However,
these studies werelaboratory-based and may not reflect the vel ocities and
accelerations indicative of the helmeted head in military flight scenarios
(Rash, Verona, and Crowley, 1990).

In support of the AH-64 Apache Verona et al. (1986) investigated
single pilot head movementsin an U.S. Army JUH-1M utility helicopter.
Inthisstudy, head positiondatawere collected during asimulated mission
wherefour JUH-1M aviators, fitted with prototype IHAD SS hel mets, were
tasked with searching for athreat aircraft whileflying a contour (50 to 150
feet above ground level) flight course. These acquired position data were
used to construct frequency histograms of azimuth and elevation head
velocities. Although velocitiesas high as 160%sec to 200°/sec in el evation
and azimuth, respectively, were measured, approximately 97% of the
velocities were found to fall between arange of 0%sec to 120%sec. This
conclusion supported the design slew rate value of 120°%secfor the AH-64
FLIR sensor. Italsolent validity to the complaints atributed to the second
AH-64targeting FLIR (used by copilot/gunner) of being too slow, having
amaximumslew capability of only 60%sec. It has been recommended that
a 300%sec slew rate and 5000%/sec’ accelerati on is required to minimize
delays and artifactual errors(Krieg et al., 1992).

However, VCS lags are not the only delays in the presentation of



88 Clarence E. Rash

imagery in HMDs. King (1995) cites three types of time lags which must
be considered in HMD use: Display lag, slaving lag, and sensor/weapon
feedback lag (Figure 4.4). Display lag is defined as the display latency
relative to the current helmet line-of-sight and includes the update rate of
thetracker and the refresh rate of thedisplay. Slaving lagisdefined asthe
latency of the sensoriweapon line-of-sight relative to the helmet line-of-
sight. This includes the tracker computationa time, data bus rate, and
physical slaving of the sensor/weapon. Sensor/weapon feedback lag isthe
latency involved in getting the dave command to the slaving mechanism
(gimbal). King (1995) provides typicd values for these three lags as 50,
650, and 150 msec, respectively.

Whendiscussingtimedelaysin HM Dsin thedispay community, it has
been customary to use theterm “lag” to mean the time between when the
head moves and when the presented image changes to refled this
movement. The frequency at which new display image frames are
presented (display refresh) is called the update rate. However, other
disciplinesdo not adheretothisformat,and it iswiseto precisely defineall
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Figure 4.4. Latenciesin HMD systems
(King, 1995).



Visual Coupling 89

delay times used with HMDs and VCSs.

So and Griffin (1995) invedigated the effects of lag on head tracking
performance using lag times between head movement and target image
movement of 0, 40, 80, 120, and 160 msec. They found that head tracking
performancewas degraded significantly by lagsgreater thanor equal to40
msec (in addition to a 40 msec delay in the display system). A similar
study (Rogers, Spiker, and Fisher, 1997) which investigated the effect of
system lag on continuous head tracking accuracy for atask of positioning
acursor on astabletarget found performance effectsfor lags as short as 20
msec (plus 40 msec display system delay).

The studies cited above, and others (Whiteley, Lusk, and Middendorf,
1990; Boettcher, Schmidt, and Case, 1988; Crane, 1980), suggest that there
issome uncertainty in maximum allowabl e time delays, rangng from 40to
300 msec, depending on task and system. Wildzunas, Barron, and Wiley
(1996) utilized a NUH-60 Blackhawk simulator to investigate the delay
issue under amore realistic military aviation scenario. They tested delays
of 0, 67, 133, 267, 400, and 533 msec. The delays were inserted into the
simulator’ svisua display. However, while mor e represent ative of rotary-
wing flight, the displays were panel-mounted, not head-mounted. While
finding some performance effectsfor del ayslessthan or equal to 267 msec,
consistently significant effectswerefound for the 400 and 533 msecdel ays.

Data show that lags, attributed to the display and VCS, must be
minimized. Strategies to achieve this include improved engineering
designs, faster processing chip technology, and the use of predictive
algorithms (Nelson et al.,, 1995; So and Griffin, 1992). Failureto achieve
an acceptable maximum lag value has been shown to degrade visual
tracking performance, introduce image artifacts, and sometimes promote
motion sickness (Moffit, 1997; Kalawsky, 1993; Biocca, 1992).

Roll Compensation

Some tracking systems provide only head azimuth and elevation
information, as does the AH-64 Apachehead tracker. However, there has
been a growing interest in providing 3-axis information, with head rdl
added. The Comancheplansto providethiscapability. Theadditionof roll
information providesthe capability of keeping theimageryaligned withthe
aircraft structure (Task and Kocian, 1995). The availability of rdl
compensation is considered to be an advantage and should reduce
workload. After all, the human visual system acts this way, and roll
compensationisintrinsic to all HMDs with helmet-mounted sensors, such
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aswith ANVIS. In seethrough HMDs, where theimagery or symbology
isused for daytime flights, roll compensation will prevent misregistration
between the imagery or orientation symbology with the outside world.
Also, aswider FOV HMDs are devel oped, the displayed imagery becomes
more compelling and may require roll compensation (Haworth, 1997).
However, Apache aviaors informally state that they would not like the
addition of roll compensation. Their argument being they are more
interested in aircraft roll with respect to the horizon, than the visual effect
of headroll. Tomaintainthisawarenesswith roll compensation, addtional
symbology would have to be added.

Roll compensation can be accomplished by roll stabilizng the sensor,
a mechanical challenge. More likely, it will be accomplished in i mage
processing, which introduces an additional time delay. If accomplished
electroni cally, other problems will arise. When a redangular image is
rotated, the corners will be clipped, causing aloss of FOV. In addition,
unless compensated, information from the attitude indicator would be
confusing.

In an investigation of weapon aiming performance, Michael, Jardine,
and Goom (1978) concluded tha any rotary-wing aircraft maneuver which
caused the HMD sighting image to roll resulted in considereble
tracking/ai ming perf ormance degradation, independent of flight experience.

Vibration

Helicopters vibrate, and any aviator will tell you that is an
understatement. This vibration affects both the aircrat and the aviator.
Human response to this vibration has been a mare difficult problem to
understand and solve than that withthe aircraft (Hart, 1988). The effects
of vibration manifest themselves as retinal blur, which degrades visual
performance, and as physiological effects, whose resulting degradationis
not fully understood (Biberman and Tsou, 1991). Rotary-wing aircraft
differ in their vibrational frequencies and amplitudes and these vibrations
aretriaxial in nature. However, in general they have afrequency rangein
all axes of 0.5-100 Hz. However, spedfic frequencies of significant
amplitude are associated with the revolution rates of the rotor, gears
engines, and other mechanical components(Boff and Lincoln, 1988). The
largest amplitude frequency occurs at the main rotor blade frequency
multiplied by the number of blades. Other frequencies having significant
amplitude include the main rotor frequency (~7 Hz); twice, eight, and
twelve timesthe main rotor frequency; tail rotor frequency (~32 Hz); twice
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thetail rotor frequency; and thetail rotor shaft frequency (~37 Hz). These
vibrationsaretransmitt ed to the head t hrough the seat and restraint sy stems
(peak transmission, 3-8 Hz). Thisvibration istypically inthe vertical and
pitch axes and areaffected by posture, body size, and add-on masses, such
as helmets). However, the transfer function of these vibrationsto the eye
isnot straightforward. The activity of the vestibulo-ocular reflex stabilizes
some of the vibrational transfer, mostly low frequency. However, visual
performance degradation still will be present. To further complicate this
scenario, the vibrationd transfer function to the helmet and HMD is
different from that to the eye. Whilethe general influencing factorsarethe
same, e.g., posture, body size, etc, the helmet/HMD massis also a factor.
Theresult isavery complex frequency and amplitude rel ationship between
theeyeandthe HMD imagery, whichresultsinrelative motion between the
imagery and the eye (Wdls and Griffin, 1984).

Viewing collimated (infinity focused) HMD imagey should intheory
eliminate nonangul ar vibration eff ects on vi sual performance. However,
investigationsof visual performancewith HMDsunder therelative mation
between the display and the eye due to vibration have shown a number of
effects. At frequencies below 10 Hz, reading information off the HMD is
moredifficult than reading off panel-mounted displays(Furness, 1981), up
to tenfold at some frequencies. In an investigation of reading HMD
symbology numerals, numeral swhich could beread correctly in 0.4second
while stationary on the ground required 1.0 second in flight (Wells and
Griffin, 1987a). This will result not only in increased error but also
increased reaction time.

Since HMDs are used also as weapon aiming systems, smilar
performance effects might be expected. Aircraft vibration (and vduntary
head movements) causes reflexive eye responses. Again, the vestibulo-
ocular reflex isto induce eye movement opposi ngthe head movement, thus
stabilizing the eye to the outside world (Barnes and Sommerville, 1978).
However, if thetarget has avel ocity component in the axis of thevibration
or head movement, these induced eye movements are undesirable and can
produce tracking error. Indeed, numerous studies (V erona, Johnson, and
Jones, 1979; and Wells and Griffin, 1987b,c) have shown that tracking
error increasessignificantly invibrational environments. However, Butler,
Maday, and Blanchard (1987) showed that the greaest of such errors
occurred for vibrations in the x-axis, followed by the z-axis, followed by
the y-axis. For the rotary-wing environment, thisis somewhat beneficial
in that z-axis vibration dominates, with little x-axis vibration.

To overcome these vibration induced degradations in visual
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performance, one can take the basic engineering approach of reducing the
amplitude of theidentified vibration frequencies. Another approachisto
utilize active image stabilization techniques (Wells and Haas, 1992). One
such technique, adaptive noisecancellaion, acts as a low pass filter,
passinglow frequencyvol untary head motions, while dampening unwanted
higher vibrations (V elger, Merhav, and Grunwald, 1986). A lessattractive
approach recommends increasing thesize of the alphanumeric characters,
thereby reducing the effects of vibration (Lewis and Griffin, 1979).
However, this will increase cluster and reduce the amount of information
which can be displayed.

Onefinal point regarding vibration: Most HMD designs are exit pupil
forming systems. They can, in avery loose analogy, be compared to
knotholesin afence. To have an unobstructed view, you must put, and
keep, your eyein the knothole. The exit pupil isthe HMD’s knothole. To
prevent vignetting of the full image, the aviator must keep his eye within
the exit pupil. If the exit pupil islarge enough, additional vibrational
effects can be ignored. Howeve, if the exit pupil is small, then the eye
may move out of it under the influence of vibration, reducing FOV.

Sensor Switching

The current version of the Comanche HIDSS expects to provide both
12 and FLIR imagery. Whilethe final decision on whether the 1? sensor(s)
will be aircraft- or head-mounted is yet to be made, the current HIDSS
design is based on all sensors being mounted on the aircraft. If at alater
date, a decision is made to mount the I* sensor(s) on the helmet, then
aviatorswill bein asituation where they will be switching back andforth
between sensor imagery originatingfrom two different perspectives (Rash,
Verona, and Crowley, 1990). The human’ sbasic visual sensorsare hig/her
eyes. Prior to encountering ai rcraft-mounted sensors, his experience in
perception and interpretation of visual information has been referenced to
the eye’ sposition onthe head. When flying the Apache, theimagery often
isfrom the FLIR sensor. This sensor islocated on the nose of the aircraft
and is approximately 10 feet forward and 3 f eet below the aviator’ sdesign
position. Thisexocentric positioning of theimagery source canintroduce
problems of apparent motion, parallax, and incorrect distance estimation
(Brickner, 1989). However, this mode of sensor location does offer the
advantage of allowing the aviator to have an unobstructed view of the area
directly in front of and under the aircraft. This*“see-through” capatility is
very useful when landing must bemadein cluttered or unfamiliar landing
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areas.

If the Comanche decides to mount the I> sensor exocentrically on the
nose, collocated near the FLIR sensor, then the displaying of both
imageries on the HIDSS will not introduce any human factors problems
other than those just cited. [Remotely locating the I sensor will affect
resolution, system lag, and contrast] However, if the FLIR remains
exocentrically located and the I* sensor(s) is integrated into the HIDSS,
then additional i ssuesassociated with mixed sensor |ocation modesand the
resulting switching of visual reference points must be considered. One
study (Armbrust et al., 1993) looking at these potential issues was
conducted using the AH-64 with its exocentrically located FLIR and
several HMDs with integrated I? sensors. Aviators were tasked with
performingaset of standard maneuvers(i.e., precision hover, lateral hover,
rearward hover, deceleration, and pirouette). At designated points during
each maneuver, theaviatorswere required to switch fromone sensor to the
other. For the hover maneuves, the switch occurred at the maneuver
midpoint. For the decel eration maneuver,the switch ocaurred immediately
after the start of the deceleration. For the pirouette, switcheswererequired
every 90°. Thedirection of the switch (from aircraft nose to head and vice
versa) was counterbaanced across subjects. The objective of this study
(phase) was to investigate the effects of switching sensor perspective on
measured performance and subjective aviator workload. Measured
performance was based on monitoring of drift, altitude, and heading data.
Aviator workload was measured by the Subjective Workload Technique
(SWAT) (Armstrong Aerospace M edical Research Laboratory, 1989). The
study found significant degradation in performance for al maneuvers,
regardless of direction of switching. SWAT scores indicated higher
workloads associated with sensor switching. Over 80% of the aviators
reported that targets appeared to be at different distances as a result of
switching, targets in the 1> imagery appearing closer than in the FLIR
imagery. Over athird (37%) of the aviators reported apparent changesin
attitude or flight path when switching; three-fourths (75%) stated that
switching caused disorientation in one or more of the maneuvers due to
switching. And, of most concern, should be the fact tha one-half (50%)
had to transfer controlsto the safety pilot dunng one of the maneuvers. All
of the aviators in the study stated that sensor switching increased
workload. Inview of these results, careful consideration should be gven
to HMD designs which require the user to switch between noncollated
SEensor Sources.

In a related study (Rabin and Wiley, 1994) investigating transitory



94 Clarence E. Rash

effects on visual acuity due to potential luminance differences when
switching from FLIR and I* imagery, a significant reduction in letter
recognition was found during the first second after switching from
simulated FLIR to simulated ANVIS imagery when the FLIR luminance
was >10 fL. This effect was associated with the luminance imbalance
between the two imageries. It was recommended that engineeing
safeguards to minimize luminance shifts be implemented in HMDs which
will be used to display both FLIR and I? imagery.

In summary, VCSs are used as head control systems for aircraft-
mounted imagery senors and fire control systems. They make use of the
natural physiological action of head and eye motion which is associated
with human perception and reaction to the environment (Shirachi, Monk,
and Black, 1978). They operate by providing accurate and responsive
tracking of the head (and/or eye). They must operate over a sufficiently
large volume (motion box) to alow for the normal range of head
movements and must track these movements accuratel y and with minimum
delay (Barrette, 1992).
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I ntroduction

The performanceapproach groups HM D system and subsystem issues
into performance categories. These are: Opticd system, visual, helmet,
and human factors engineering. The issues under each category will be
discussed in terms of how various HMD parameters relate to
corresponding human sensory or structural parameters, and how they
interact to limit or enhance aviator performance.

In most HMD designs, animege source (e.g., CRT, LCD, etc.) creates
onitsfaceareproduction of the outside scene. Thisreproduced imagethen
isrelayed through a set of optical elements (relay optics) producing afinal
image which isviewed by the eye. The former image on the image source
has certain characteristics. Therelay optics have atransfer functionwhich
modifies these characteristics in producing the final image. When the
aviator dons the HMD, there are both system chaacteristics (eg., FOV,
magnification, see-through transmittance, etc) and image characteristics
(relating to image quality) which define the usefulness of the HMD in
helping the aviator perform the mission. The optical performance of an
HMD can be evaluated using two approaches. The first addresses the
physical characteri sticsof the HMD and itsimagery. Thesecond addresses
the perceived performancewith regard to the human user.

Image Quality

101



102 Clarence E. Rash and William E. McLean

Farrell and Booth (1984) define image qudity asthe extent towhich a
displayed image duplicatesthe information contained in the original scene
in aform suitable for viewing and interpreting. [It should be noted that
near-IR and IR images are not normally viewed images.] To the user,
image quality determineshisability to recognize andinterpret information.
For our purpose, we shall confine our discussion to the system’s final
image, which is defined by theimage source anddisplay optics. Numerous
image quality FOMshave been devel oped and used to eval uate the physical
quality of the image produced on a display with the god of gauging user
performancewith the display. Task (1979) providesan excellent ummary
of a number of FOMs which commonly are used for eval uating image
quality in CRTs. Theseare listed in Table 5.1, categorized as geometric,
electronic, and photometric.

Table5.1.
CRT display system FOMs.
Geometric Electronic Photometric
Viewing distance Bandwidth Luminance
Display size Dynamic range Grey shades
Aspect ratio Signal to noiseratio | Contrast ratio
Number of scan lines | Frame rate Halation
Interlace raio Ambient illuminance
Scan line spacing Color
Linearity Resolution
Spot size and shape
MTF
L uminance wiformity
Gamma

FP technologies are being used as alternate HMD image sources.
Klymenko et al. (1997) have categorized FOMs for FPDs into four
domains: spatial, spectral, luminance, and temporal (Table 52). These
imagedomainsparallel analogoushuman visual performancedomains. The
spatial domain includes those display parameters associated with angular
view (subtense) of the user and coincide with the user’s visual acuity and
gpatial sensitivity. The spectral domain consists of those parameters
associated with the user’s visua sensitivity to color (wavelength). The
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luminance domain encompasses those display parameters identified with
the overall sensitivity of the user to illumination levels. The temporal
domain addresses display parameters assodated with the observer’s
sensitivity to changing levels of light intensity. [Baron (1994) adds two
additional domains. Depth (3D) and noise.]

Table5.2.
FPD FOMs.
Spatial Spectral Luminance Temporal

Pixel resolution | Spectral Peak Refresh rate

(HxV) distribution luminance Update rate
Pixel size and Color gamut Luminance Pixel on/off

shape Chromaticity range response
Pixel pitch Grey levels rates
Subpixel Contrast (ratio)

configuration Uniformity
Number of Viewing ange

defective Reflectance

(sub)pixels ratio

Halation

In general, these FOM's can be used for image quality evaluation for
HMDs since the final image is that of the source image modified by the
transfer function of the relay optics However, there are a few additional
FOMs which relate to the system as a whole. The FOMs selected for
discussion here are not al inclusive but represent the most critical ones
needed to effectively evaluateimage qudity. However, even for simple
HMDs, these FOMs can fail to allow a user to judge between two
competitive designs which significantly differ in scope and function
(Baron, 1994).

In the following FOM discussions, the FOM will be developed in
relationship to the overall HMD design. The interrelationship between
FOMswill bediscussed. Inaddition,the operational valuesof the FOM for
the currently fielded ANVIS and IHADSS, and in- development HIDSS

HMDs will be provided along with recommendations for minimum or
maximum specifications.
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Contrast

Contrast refers to the difference in luminance between two (usualy)
adjacent areas. There isoften confusion associated with this term due to
the multiple FOMs used to express contrast (Klymenko et d., 1997).
Contrast, contrast ratio, and modulation contrast are three of the more
commonformulationsof luminancecontrast. Further confusion may result
from the terminology, because dfferent names are used for the two
luminances involved in the definitions. Sometimes the luminances are
identified according to their relative values and, therefore, 1abeled as the
maximum luminance (L., ) and minimum luminance (L., ). Howeve, if
the areaat one luminance valueis much smaller than the areaat the second
luminance, theluminanceof the smaller areasomeimesisreferredto asthe
target luminance (L,), and the luminance of the larger areaisreferred to as
the background luminance (L,). The more common mathematical
expressions for luminance contrast include:

C = (L-L)/L, forL,>L, (Contrast) Equation 5.1a
= (L,-Ly /L, forL, <L, Equation 5.1b
= (Lmax - Lmin) / I-min = (Lmax / I-min) -1 Equation 5.1c

C =L/L, for L, > L, (Contrast ratio) Equation 5.2a
=L, /L, forL, <L, Equation 5.2b
= Ly / Linin Equation 5.2¢c

and

C, = (Lyaw-Lmn)/(Los + L) (Modulation contrast) Equation 5.3a

| (Le- L)/ (Li+ L) | Equation 5.3b

In the preceding equations, modern conventions are adopted which
preclude negative contrast values. [Classical work with the concept of
contrast did not concern itself with which had the larger luminance val ue,
the target or the background and, therefore, allowed negative contrast
values (Blackwell and Blackwell, 1971); Blackwell, 1946.] Thevaluesfor
contrast as calculated by Equations 5.1aand 5.1c can range fromQ to  for
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bright targets and from 0 to 1 for dark targets (Equation 5.1b). The values
for contrast ratio (Equations 5.2a-c) can range from 1 to «. Modulation
contrast (Equations 5.3a-b), aso known as Michelson contrast, is the
preferred metric for cyclical targets such as sine waves and sguare waves.
It can range in value from 0 to 1, and is sometimes given as the
corresponding percentage from 0to 100. Conversionsbetweenthe various
mathematical expressionsfor contrast can be performed through dgebraic
manipulation of the equations or through the use of homographs (Farrell
and Booth, 1984). Some of the conversion eguations are:

C =(@1+C)l1-C,), Equation 5.4
C,= (C-D/(C+1), Equation 5.5
C =(2C)/I(A-C,) for brighttargets, Equation 5.6
and C =(2C)/(1+C,) fordarktargets. Equation5.7

It may beinstructiveto examneanumber of typical luminance patterns
for which the contrast figures of merit could be applied and calculate the
various contrast values. The patternsinFigure 5.1each consist of a small
circular area at a given luminance, which will be referred to as the target,
surrounded by a larger area at a lower luminance value, which will be
referred to as the background. The luminances of the targets and
backgroundswill be labeled L, and L, respectively. Assume, asin Figure
5.1a, luminance values of 100 fL and 20fL for the target and background
luminances, respectively. Contrast for a target brighter then its
background, as defined by Equation 5.1a, is calculated as follows:

C= (L-L)/L, = (100-20)/20 =80/20 = 4

Equation 5.1c would produce the same value. However, applying
Equations 5.2a or 5.2c for contrast ratio resultsin the followi ng:

c=L/L, = L,/L, = 100/20 = 5
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Lb=20fL Lb=20fL Lb=20fL
L, =100 fL L, =5000 fL L,=1fL
(a) (b) (c)

Figure 5.1. Luminance patterns for several combinations of target
and background luminance val ues.

Assume, now, that the target luminance becomessignificantly larger,
5000 fL for example, but with the same background value (Figure5.1b).
The contrast value using Equations 5.1aand 5.1c would be;

C = (5000 - 20)/20=249

The contrast ratio using Equations 5.2a or 5.2¢ take the value:
C. = 5000/20 = 250

Further increases in the value of the target luminancewould continue
to produce larger valuesfor contrast as defined by Equations5.1aand 5.1c
and contrast ratio as defined by Equations5.2aand 5.2c. Notethat asL,,
(or L,) becomes significantly greater than L, (or L,), the contrast values
of Equation 5.1aand 5.1c approach the contrast ratio values of Equations
5.2aand 5.2c. This can easily be seen by rearanging Equation 5.1a irnto
the foll owing form:

C=(L/Ly)-1 Equation 5.8
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Astheratio of L,/ L, increases, the significance of subtracting the value of
1 becomes meaningless and Equation 5.8 takesthe form of Equation 5.2a,
that of contrast ratio.

By comparison, if, as in Figure 5.1c, the target luminance (1 fL) is
lower than the background luminance (L, < L, ), the calculated value for
contrast (Equation 5.1b) is:

C= (L,-L)/L, =(20-1)/20=19/20=0.95
and, the calculated value for contrast ratio (Equations 5.2b and 5.2c) is:
C = L, /L = L/L,,= 20/1=20.

Note: The equation for contrast ratiois defined always by the raio of the
greater luminance to the lesser luminance.

Values for modulation contrast for the luminance patternsof Figure
5.1 generally are not used. However, consider the luminance pattern in
Figure5.2. This pattern consistsof a series of light and dark bars. While

Figure 5.2. A cyclical luminance patern.
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values for contrast and contrast ratio can be calculated, the concept of
contrast for such a cyclical pattern is best defined by the modulation
contrast (Equaions 5.3a and 5.3D).

For the luminance values in Figure 5.2, the value of the modulation
contrast becomes:

Cm (Lmax - I-min ) / (Lmax + I-min)

(50 - 10)/(50 + 10) = 40/60 = 0.66

In summary, for any given luminance pattern consisting of two
different luminance values, anumber of different contrast figures of merit
can be calculated. For luminance patterns which are cyclical, the
modulation contrast figure of merit ispreferred. However, since algebraic
manipulation can be used to convert between the various contrast figures
of merit, perhaps the most important stepin presenting any contrast value
isto clearly define the seleced figure of merit.

Availablecontrast depends on theluminancerangeof thedisplay. The
range from minimum to maximum luminance values that the display can
produce is referred to as its dynamic range. For CRT displays the
luminance range often is characterized by measuring and plotting the
luminanceof an arbitrary areaof the display asafunction of the vdtage on
theanode of the CRT, which controlsthe electronbeam current. Figure5.3
shows atypical light output vs. voltage curve, which is call ed a“gamma
curve.” The continuous nature of this curveillustratesthe anal og nature of
thistype of display. Thisandog characteristic hasled to an often used, but
often misunderstood, method of describing an analog display’s dynamic
range (Tannas, 1985). This descriptor for the luminance dynamic range
within a scene reproduced on a CRT display is the number of SOG.

SOG are luminance steps which differ by adefined amount. They are
by convention typically defined as differing by the square-root-of-two
(approximately 1.414). For example, if the lowest (minimum) luminance
value within asceneis 10 fL, then the next square-root-of-two grey shade
would be 10 multiplied by 1.414 or 14.14 fL. The next grey shade, if
present, would be 14.14 multiplied by 1.414 or 20.0 fL, and so on.
Therefore, a scene having 10 and 20 fL as its minimum and maximum
luminancevalues, respectively, would have adynamic range of 3 shades of
grey (10, 14, and 20 fL). Its contrad ratio (C) would be 20/10 or 2.0.

For a linear system, which CRTs ae considered to be over most of
their dynamic luminance range, there is a straightforward relationship
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Luminance output

>
Drive voltage

Figure 5.3. Typica gamma curve.

between the number of shades of grey and the contrast ratio. This
relationship is:

Number of SOG =[log(C)/log(-2)] +1  Equation 5.9

The addition of the 1 takes into account the first luminance level (grey
shade). This can be illustrated by considering the number of SOG in a
scene which is of uniform luminance, i.e., the minimum and maximum
luminances are the same. For this specia case, the contrast ratio is 1/1 or
1, and using Equation 5.9:

Number of SOG = log(C)/ log(.2) + 1
log(1)/0.1505 + 1
=0/0.1505+1=0+1
= 1,

which means that ascene of uniform luminance hasone grey shade. Table
5.3 shows SOG and corresponding contrast ratios.
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Table5.3.
Shades of grey (SOG) and carresponding contrast ratios.

Shadesof grey 1 2 3 4 45 8 16
Contrast ratio 100 141 200 283 340 113 181

It isworth noting that the square-root-two choiceasthe unit of the grey
shade scale does not imply that the threshold for the human eye requires
two luminances to differ by a ratio of 1.4 in order to reach a “just
noticeabledifference (jnd).” Infact, for targets of awide range of spatial
frequencies, the human eye can detect differencesinluminanceswhich are
severa times smaller than the squareroot-of-two unit. The consistert use
of square-root-of-two differences instead of empirical jnds is a practical
compromise betw een an engineering and a psychophysics philosophy.

Square-root-of-two SOG have been used historically for CRTs, which
have enjoyed a position of preeminence as the choice for given display
applications for decades. However, within the past few years, the FPD
technologies have begun to gain a significant share of the display
application market. Displaysbasedon thesevariousflat panel technologies
differ greatly in the mechanism by which the luminance patterns are
produced, and all of the mechanisms differ fromthat of CRTs. Inaddition,
FPDs differ from conventional CRT displays in that most flat panel
displays are digital with respect tothe signals which control the resulting
images. (Note: There are FPD designs which are capable of continuous
luminance values, as well as CRTs which accept digital images.) Asa
result, usually, luminance values for flat panel displays are not con-
tinuously variable but can take ononly certaindiscrete values. Figure5.4
graphs the 16 available luminance values, the gey levels, of a typical
graphicLCD. A difference between analog and digital displaysistheway
in which the incoming signal (usually a voltage) can change. In analog
displays, the input signal voltage can vary continuously (i.e., can take on
any value in the range) and, therefore, so can the output signal; i.e., the
luminance. However, for mostdigital displays, e.g., FPDs, theinput signal
voltage takes on certain discrete val ues, thus, the output luminance also can
take on only certain discrete values. In other wards, the luminance output
of adigital flat panel display isquantized asshown in Figure5.4. Discrete
luminance values of the 16 grey levels of a graphic LCD measured in our

laboratory, where minimum and maximum valueswere3.6 cd/nv (1.05fL)
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Figure 5.4. Discrete luminance values of the 16 grey levelsdf a
graphic LCD display.

and 44.6 cd/n? (13.0 fL), respectively, gve acontrast ratio of 12.4.
Confusion can occur when the term grey shades, historically used to
express the number of discriminable luminance levels in the dynamic
luminancerange of andog CRT displays, isapplied todigital FPDs. Since
these displays, in most cases, can produce only certain luminance values,
it is reasonable to count the total number of possible luminance steps and
use this number as a figure of merit. However, this number should be
referred to as “grey steps” or “grey levels,” not “grey shades.” For
example, agven LCD may be specified by itsmanufacturer as having 64
grey levels. The uninitiated may misinterpret this as 64 shades of grey,
which is incorrect. It’'s true meaning is that the display is capable of
producing 64 different electronic signal level s between, and including, the
minimum and maximum values, which generally implies 64 luminance
levels. If oneinsisted on using a SOG figure of merit for discrete dsplays,
it would appropriately depend on the value of the 1st and 64th levels.
This is not advisable as misinformetion can easily result from
confusing grey shades and grey levels. Consider the 16 grey level
specification of the LCD flat panel display, whose luminance levels are
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showninFigure5.4. If this16 grey levd specificationis misinterpreted as
16 grey shades, acontrast ratio of 181.0 would befalsely implied as shown
by Table 5.3. If, instead, we conversely usethe LCD’s available contrast
ratio of 12.4 to compute a SOG, an appropriate figure of merit only for
analog systems, we get avalue of only 8.3, which isless than the 16 grey
levelsof the display. (It should be noted here that since SOG is assumed
to refer to discriminable luminance levels in analog displays, there is a
further question asto whether the16 discrete grey level sadequately sample
the range in terms of di scriminable luminance levels.) To reiterate, for
analog displays, a SOG specification is computed from the contrast retio
consisting of the minimum andmaximum luminances. Toactually produce
a contrast ratio of 181.0 (equivalent to 16 SOG if it were an analog
display),the LCD display in Figure 5.4 would need amaximumIluminance
of 651.6 cd/n? if its minimum luminance was 3.6 ad/n?.

To avoid confusion, one should limit some figures of merit to either
discrete or analog displays. Contrast ratio, computed from maximum and
minimum luminance, is applicableto both. The concept of SOG is most
appropriate for analog displays and can be computed from contrast ratio.
The number of grey levels is most appropriate for displays with discrete
luminance steps, but addtional information on how these grey levels
sampl e the luminance range needs to be specified.

Other contrast figures of merits may still be appliceble to FPDs.
However, in some cases they have been adagpted to conform to the unique
characteristics of these displays. Far example, because of the discrete
nature of FPDs, where theimageisformed by the collective turning on or
off of an array of pixels, the concept of contrast ratio is redefined to
indicatethe difference in luminance between apixel that isfully “on” and
onethat is“off” (Castellano, 1992). The equation for pixd contrast ratio
is:

C, = (Luminance of ON pixel)/(Luminanceof OFF pixel) Equation 5.10

It can be argued that this pixel contrast ratioisamoreimportant figure
of merit for discrete displays. Unforturately, the value of this figure of
merit as cited by manufacturers is intrinsic in reture, that is, it is the
contrast value in the absence of ambientlighting effects. The value of this
figure of merit which is of real importance isthe value which the use will
actually encounter. This value depends not only on the ambient lighting
level, but also on the reflective and diffusive properties of the display
surface (Karim, 1992). Additional factors may need to be taken into
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consideration. An exampleisthe dependance of luminanceon the viewing
angle where a liquid crystal display’s luminance output given by a
manufacturer may only be reliable for a very limited viewing cone. Here
the luminance and contrast need to be further specified as a function of
viewing angle. On the other hand, the propensity of manufacturers
sometimesto define “additional” figuresof merit which put their products
in the best light must alwaysbe kept in mind.

The term grey scaleis used to refer to the luminance values available
onadisplay. (Theterm as used usually includes available color aswell as
luminance per se.) Grey scales can be analog or digital. The display may
produce acontinuous range of luminances, described by the shades of grey
concept; or, it may only producediscrete luminance values referred to as
grey steps or grey levels. The analog case is well specified by the SOG
figure of merit and more conpactly by the maximum contrast ratio of the
dynamic range. Also the gamma function succinctly describes the
transformation from lumi nance data (signal voltage) to displayed image
luminance. (The MTF additionally describes the display’s operating
performance in transferring contrast data to transient voltage beam
differences over different spatial scales.) In an analog image easily
applicable image processing techniques, such as contrast enhancement
algorithms, areavailabletoreassignthegreylevelstoimprovethevisibility
of the image i nformation when the displayed image is poorly suited to
human vision. (The techniques are easily applicable because they often
simply transform one continuous function into another, where computer
control over 256 levels is considered as approximating a continuous
function for all practica purposes) Poor images in need of image
processing often occur inunnatural images, such as thermal images, and
artificial images, suchas computer generated magnetic resonance medical
images. Since only certain discrete luminance levels are available in the
digital case, the description of the grey scde and its effect on perceptionis
not as simple and straightforward asinthe analog case. Onewould like to
know if thereisasimplefunction which can describe the luminance scale;
but one would a9 like to know how the function is sampled. A problem
is, many image enhancement techniques may not be as effective if the
discrete sampling of the dynamic range is poor. For example, consider an
infrared sensor generated image presented on an L CD with asmall number
of discrete grey levels. A oontrast enhancement algarithm in reassigning
pixel luminances must pick the nearest availablediscrete grey level and so
could inadvertently camoufl age targets by makingthem indistinguishable
from adjacent background. Alsothe original image might containspurious
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edges because neighboring pixel luminance val ues which would normally
be close and appear as a smoath spatial luminance gradient become widely
separated in luminance due to the avail ablediscrete levels, thus producing
guantization noise.

Color _contrast While the ability to discriminate between two
luminance values has been the major point of emphasis, imageswhere the
background and target have the same [uminances can still be discerned by
color differences (chromatic contrast). These equal luminance chromatic
contrastsarelessdistinct intermsof visual acuitythan luminance contrasts,
but can be very visible under cetain conditions (Kaiser, Herzberg, and
Boynton, 1971).

The sensation of color is dependent not only on the spectral
characteristics of the target being viewed, but also on the target’ s context
and the ambient il lumination (Godfrey, 1982). The sensation of color can
be decomposedintothreedimensions. hue, saturation, andbrightness. Hue
refers to what is normally meant by color, the subjective “blue, green, or
red” appearance. Saturation refers to color purity and is related to the
amount of neutral white light that is mixed with the color. Brightness
refersto the perceived intensity of the light.

The appearance of color can be affected greatly by the color of adjacent
areas, especially if one areais surrounded by theother. A color areawill
appear brighter, or less grey, if surrounded by a sufficiently large and
relatively darker area, but will appear dimmer, or moregrey, if surrounded
by arelatively lighter area (IES, 1984). To further complicate matters,
hues, saturations, and brightnesses may all undergo shiftsin their values.

The use of color in displays increases the information capacity of
displays and the natural appearance of the images. CRTs can be
monochrome (usually black and white) or color. Color CRTs use three
electron beamsto individually excitered, blue, and green phosphorson the
face of the CRT. By using thethree primary colors and the continuous
control of the intensity of each beam, a CRT digplay can provide “full
color” images. Likewise, FPDs can be monochrome or color. Many flat
panel displays that produce col or imagesare til | classi fied asmonochrome
because these displays provide one col or for the characters or symbolsand
the second color isreserved for the background, (i.e., al of theinformation
islimited to a single color). An example is the classic orange-on-black
plasma discharge display, where the images are orange plasma characters
against a background colored by a green electroluminescent becklight
(Castellano, 1992).
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Full color capability has been achieved within the last severa yeasin
most al of the flat panel technologies, including liquid crystal,
electroluminescent, light emitting diode, field emisson, and plasma
displays. Even some of the lesser technologes, such as vacuum
fluorescence, can providemulticolor capability. Research and devel opment
on improving color quality in flat panels is ongoing. Figures of merit
describing the contrast and color generating capacities of dsplays are an
ongoing area of development.

Figures of merit defining color contrast are more conplicated than
those presented previously wherethe contrast refersonly to differencesin
luminance.  Color contrast metrics must include differences in
chromaticities as well as luminance. And, it is not as straightforward to
transformchromatic dfferencesintojndsin aperceived cdor space. This
is due to a number of reasons. One, color is perceptudly a
multidimensional variable. The chromaticaspect, or hue, isqualitativeand
two dimensional, consisting of a blueyellow axis and a red-green axis.
Additional ly, the dimensionsof saturation and brightness, aswell as other
factors such as the size and shape of a stimuus, affect the perceived color
and perceived color differences. The nature of the stimulus, whether it is
asurface color, reflected off asurface, or aself-luminous color, as present
in a display, will affect the perceived color space in complex ways.
Delineating the nature of perceived color space has been an active area of
research with avast literature (Widdel and Post, 1992).

As a consequence, there is no universally accepted formulation for
color contrast. Ore figure of merit combining contrast due to both
luminance and color, known as the discrimination index (ID), was
developed by Calves and Brun (1978). The ID is defined as the linear
distance between two points (representing the two stinuli) in a
photocol orimetric space. In such a space, eachstimulusis represented by
three coordinates (U, V, log L). The U and V coordinates are color
coordinates defined by the CIE 1960 chromaticity diagram. The third
coordinate, log L, isthe baseten logarithmof the stimuus luminance. [A
concise discussion of the discrimination index is presented in Rash,
Monroeand Verona(1981).] The distance between two points (stimuli) is
the ID and is expressed as:

2 A2+ (a2 |¥2\ ? | V2 Equation 5.11
o I G B

0.027
whereL, and L, refer to the luminances of the two stimuli, and (aU) and
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(aV) refer to the distances between the col ors of thetwo stimuli in the 1960
CIE two dimensional color coordinate space.

A more recent figure of merit, AE (Lippert, 1986; Post, 1983),
combining luminance and color differencesinto asingleoverall metric for
contrast, has been provisionally recommended for colors which present
only an impression of light, unrelated to context, only recently by the
International Organization for Standardization (1ISO, 1987) for colored
symbols on a colored background. It is defined as follows:

AE = [(155 AL/Ly,)? + (367 Au’)? + (167 Av')* |72 Equation 5.12

where the differential values (a) refer to the luminance (L) and
chromaticity (U, v') differences between symbol and background and L,
refers to the maximum luminance of either symbol or background.
Developing the appropriate figure of merit to describe the color contrast
capacitiesof displaysisanongoing area of development (Widdel and Post,
1992).

Contrast and HMDs. This discussion has been general in nature. Itis
applicable to panel-mounted as well as helmet-mourted displays.
However, HMDs introduce additional contrast issues. For example in
IHADSS, the sensor imagery is superimposed over the see-through view of
thereal world. Although see-through HMD designs ar e effective and have
proven successful, they are subject to contrast attenuation from the ambient
illumination. The image contrast as seen through the display optics is
degraded by the superimposed outside image from the see-through
component whichtransmitsthe ambient backgroundluminance. Thiseffect
is very significant during daytime flight when ambient illumination is
highest.

A typical HM D optical designinasimulaed cockpitscenarioisshown
inFigure5.5. Therelay opticsconsistof two combiners, one plano andone
spherical. Light from theambient scene passesthroughtheaircraf t canopy,
helmet visor, both combiners, and then enters the eye. Simultaneousdly,
light from an image source such as a CRT partially reflectsfirst off of the
plano combiner and then off of the spherical combiner, and then is
transmitted back through the plano combiner into the eye. The resulting
image is a combination of the modified ambient (outside) scene and CRT
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Figure 5.5. Typical catadioptric HMD optical design.

images. Nominal values for the transmittances and reflectances of the
various optical media are: 70% canopy transmittance; 85% and 18%
transmittancefor aclear and shaded visor, respectively; 70% transmittance
(ambienttowardstheeye); 70% reflectance (CRT luminance back towards
the eye) for the spherical combiner, 60% transmittance (ambient towards
the eye) and 40% reflectance (CRT luminance) for theplano combiner. An
analysis of this design shows that approximately 17% of the luminance
from the CRT image (and CRT optics) and approximately 25% of the
ambient scene luminance reaches the eye for the clear visor (5% for the
shaded visor).

Ambient scene luminances vary greatly over a 24-hour period. They
can range from 0.001 fL under moonless, clear garlight condtions to
10,000fL for bright daylight. Daytime luminances begin at appraximately
300 fL. The image source used in Figure 5.5 is a miniature CRT.
Depending on viewing time, day versus night, luminance values provided
by the CRT and itsassociated optics can besel ectively ranged from 100 fL
(for night use) toan optimistic 1600 fL (for day use). A luminanceof 800
fL may be a more typical daytime value.

Image contrast during night operations is usually not a problem.
However, the use of HMDs for daytime imagery (versus for symbology)
is not well defined. Based on the design in Figure 5.5 and the nominal
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values provided, Table 5.4 provides the theoretical values for Michelson
contrast (C,, Eq. 5.3aand 5.3b), cortrast ratio (C, EqQ. 5.2a), and shades
Table5.4.
Michelson contrast, contrast ratio, and SOG values for an HMD design.

Ambient luminance
3,000 fL 1,000 fL. 300 fL
Display Clear Shaded Clear Shaded Clear Shaded
luminance visor visor visor visor visor visor
100 fL C,=0.01 C,=0.05 C,=0.03 C,=0.14 C,=0.10 C,=0.35
C,=1.02 C =111 C,=1.07 C,=1.32 C, =122 C,=2.06
SOG=1.06 S0G=1.29 SOG=1.19 SOG=1.80 SOG=1.59 SOG=3.09
400 fL C,=0.04 C,=0.17 C,=0.12 C,=0.39 C,=0.32 C,=0.68
C,=1.09 C,=1.42 C, =127 C, =227 C,=1.90 C,=5.23
SO0G=1.25 S0G=2.02 SOG=1.69 SOG=3.37 SO0G=2.85 SOG=5.79
800 fLL C,=0.08 C,=0.30 C,=0.21 C,=0.56 C,=0.47 C,=0.81
C,=1.18 C,=1.85 C,=1.54 C,=3.54 C, =279 C,=9.45
SOG=1.48 S0G=2.77 SO0G=2.25 SO0G=4.66 SOG=3.97 SOG=7.50
1600 fLL C,=0.15 C,=0.46 C,=0.35 C,=0.72 C,=0.64 C,=0.89
C,=1.36 C, =269 C,=2.08 C,=6.07 C,=4.58 C,=17.91
SOG=1.89 SOG=3.87 SOG=3.11 S0G=6.22 SOG=5.40 SO0G=9.35

of grey (SOG, Eq. 5.9) for various combinations of visors, ambient scene
luminances, and CRT display luminances. In these equations, the ambient
luminance reaching the eye assumes the rol e of the background luminance
and the sum of the CRT and background luminances reaching the eye
assumestherole of thetarget luminance. Notethat for the purposeof these
calculations, the background luminance is a combination of the light
reaching the eye due to both the ambient and the CRT luminances. See
Appendix for a sample calculation of Michelson contrast, contrast ratio,
and shades of grey values for the set of conditions for viewing an 800 fL
CRT against a3,000 fL ambient scene using both clear and shaded visors.

Several obvioustrends are presentin the data of Table5.4. Theseare:
(a) for a given ambient background luminance, increasing theCRT display
luminance increases contrast; (b) for a given CRT display luminance,
increasing ambient background luminance decreases contrast; and (c) for
agiven set of CRT display and ambient background luminances, the use of
a shaded visor over aclear visor increases contrast.

Contrast requirements  Once appropriate figures of merit have been
established for quantifying contrast, an obvious question is wha are their
recommended values. Unfortunately, there is no single value or set of
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values, for minimum contrast requirements. The amount of contrast
required to perform a task on a display depends on numerous factors.
These factorsinclude the type of visual task (e.g., rapid target detection or
status indicators), the viewing envirorment (e.g., ambient light level,
presence of glare sources, the size and distance of the display, etc.), the
natureof thedisplayedinformation (eg., text,symbol ogy, video, graphics),
and the other display characteristics (such as screen resolution, blur and
sharpness, jitter, color, pixd geometry, etc.).

Despitethe inability to establish asingle set of contrast requirements,
aconsiderable amount of research has gore into determining requirements
for viewing and interpreting information in various display scenarios
(Farrell and Booth, 1984; Masterman, Johnson and Silverstein, 1990;
Silverstein, 1989). For example, fortext tobelegibleon adirectly viewed
display, itisrecommended that themodul ation contrast for small charaders
(between 10 and 20 arc minutes) displayed on amonochrome CRT should
be at |east that defined by the equation:

C, = 034007*(20-S)], Equation 5.13

where Sisthe vertical size of the character set, in minutes of arc (Human
Factors Society, 1988). This equation is based on studies by Crook,
Hanson, and Weisz (1954) and Shurtleff and Wuersch (1979). Consider,
for example, characters 17 arcminutein size. Equation 5.13 specifies a
minimum contrast modulation of 0.5 (contrast ratio of 3 to 1). However,
in practice, a modulation vdue of 0.75 (contrast ratio of 7 to 1) is
recommended. So, if the background luminance is 3.3 fL, than the
character luminance should be at least 10.0fL.

Fortunately, even with the absence of well defined minimum contrast
values, several rulesof thumb can beapplied. For displayed text, the above
recommendation of a minimum contrast ratiovalue of 3:1, with 7:1 asthe
preferred value, can beused in benign viewing conditions. For displayed
video, aminimumof 6 SOG is recommended.

The recommendations above generally apply to direct view
monochromatic displays. Contrast recommendationsfor color displaysare
even more difficult to develop. Snyder (1980) reported that, while a
number of studies have produced a large anount of data on color
discrimination, most of these data are* threshold measurementswhich are
not easily extrapolated to suprathreshold tasks, such as legibility.” Some
recent studies have attempted to addressthis deficiency (Imbeau et d.,
1989; Lovasik, Matthews, andKergoat, 1989; Pastoor, 1990; Traviset al.,
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1992), but fall short of definitive recommendations.

In applications where direct view displays are supplemented or
replaced by helmet-mounted displays, the task of defining minimum
contrast values is further complicated by opticad and EO design
considerations. The U.S. Army’s most current HMD program is the
HIDSS, being designed for useinthe RAH-66 Comanchehelicopter. The
current version of thisdesign is similar tothat of Figure 5.5. The HIDSS
specification for contrast and shades of grey, as available at the eye,
addresses high ambient daylight (up to 10,000 fL background luminance)
requirements. A contrast value (Equation5.1a) of >4.66 withaminimum
of 6 shades of grey isrequired. Thiscontrastvalue of 4.66 isequivalentto
a C, value of 5.66 which correspondsto 6 SOG. For day symbology, the
contrast ratio is required to equal or exceed avalue of 1.5:1 for a 3000 fL
background and equal to or exceed 7:1 for a background of 100 fL; both
values are based on the use of atinted visor. For nighttime viewing of
sensor imagery, a minimum contrast ratio value of 11.2 which corresponds
to 8 SOG isrequired.

Resolution

The most frequently asked HMD design question is “How much
resolution must the system have?’ Resolution refers to the amount of
information (detail) which can be presented. Thiswill define the fiddity
of theimage. Spatial resolution is, perhaps, the most important parameter
in determining the image quality of a display system. An HMD’s
resolution delineates the smallest size target which can be displayed. An
image’ sresol ution usually isgiven asthe number of vertical and horizontal
pixels which can be presented.

InHMDsusing CRTs astheimage source, the CRT’ sresolutionisthe
limiting resolution of the system. The CRT’s horizontal resolution is
defined primarily by the bandwidth of the electronics and the spot size.
Vertical resolutionisusually of greater interest and i sdefined mostly by the
beam current diameter and the spreading of light when the beam strikesthe
phosphor, which defines the spot size (and line width). CRT vertical
resolution is usually expressed as the number of raster lines per display
height. However, amore meaningful number is the raster line width, the
smaller the line width, the better the resdution. FromTable 2.1, it can be
seen that 20 pm isthecurrent limit on linewidth in minature CRTs. Task
and Kocian (1995) have expressed the opinionthat CRT electron designs
will continue to improve for specific applications.
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In discrete displays such as FPDs, resolutionis given as the number of
horizontal by vertical pixels. These numbers depend on the size of the
display, pixel size, spacing between pixels, and pixel shape (Snyder, 1985).
Typical resolution values are 640 (H) x 480 (V), 1024 (V) x 768 (H), and
1280 (H) x 1024 (V). This expression for pixelated resolution can be
converted into other formats using a number of equations givenin Table
5.5 (Task, 1997). Some complications can arise when dealing with color
FPDs. In such displays, acolor pixel may consist of severa (sub)pixels
(red, green and blue). Depending on the subpixel arrangement, the color
pixel count can bedifferent for the horizontal andvertical directions. Inthe
examplein Figure 5.6 (Task, 1997), where each color pixel consists of
elongated red, green, and blue subpixels positioned in rows of triads, the
color pixel count in the horizontal direction would be onethird of the
(sub)pixel count in that direction, but the color pixel count would be the
same as the (sub)pixel count in the vertical direction.

Thepixel output for current FLIR sensors suggest a FP pixel resolution
of greater than 1355 (H) x 960 (V) (Belt et al., 1997). While someresearch
and devel opment programs are devel oping miniature FFDswithresolutions
ashigh as2560(H) x 2048 (V) (Girolamo, Rash, andGilray, 1997), current
availability appears to belimited to 1280 (H) x 1024 (V).

In any optical imaging system, we want the eye to be the limiting
resolution factor. At an adaptation level of 100 fL, the eye can detect
approximatdy 1.72 cy/mr (which equates to 20/20 vision). ldeally, the
HMD should match or exceed this value. A more redistic, but still
optimistic, goal for HMD resolution in the central area of vision is 0.91
cy/mr, with values between 0.39and 0.77 cy/mr being acceptable (Seeman
et a., 1992). Rash et al. (1996) cite monocular vertical and horizontal
resolution specifications for a display background luminance of less than
10 fL as greater than or equal to 0.7 cy/mr (20/50 Snellen equivalent) for
high contrast targets in the center of themonocular FOV and greater than
or equal t00.57 cy/mr (20/60 Snellen equivalent) at 0.75 distancesfrom the
center to the edge of the FOV.

The resolution (resolving power) of ANVIS and other I° devices
usually is expressed in angular units (cy/nr). [For theindividual 1> tubes,
alinear unit of “line pairs per millimeter (Ip/mm)” is used to separate the
optical characteristics of the objective and eyepiece lenses from the
resolution of the intensifier tubes themselves. A minimum ANVIS value
is 36 Ip/mm] Optimal I? resolution is obtained under high light level
conditionswith high contrast targets. Resolution decreaseswith light level
because of the proportional decreasein Iuminance output below the
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Table5.5.
Summary of expressions far resolution in discrete displays.
(Task, 1997)

Equation Units Visua limit
Res = Total pixds pixels not applicable
Res = (N/FOV) pixels/degree 60 pixels/degree
Res = (N/2 FOV) cycles/degree 30 cycles/degree
Res=(8.74- N/FOV) | cycledmilliradian | 1.72 cycles/milliradian
Res = (FOV/N) degrees/pixel 0.0167 degree
Res = (60 FOV/N) arcminutes/pixel 1 arcminute
Res=(17.5- FOV/N) | milliradian/pixel | 0.291 milliradian

N = Number of pixelsin agven direction; FOV = Field-of-view

H

———

I N
<

Figure 5.6. Red, green, and blue color triad pixels (Task,1997).
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automatic brightness control level and increase in the noise in the
intensified image. Omnibus| and Il ANV IStubes have aresolution of 0.86
cy/mr at moonlight illumination levels and 0.55 cy/nr at starlight levels.

The IHADSS, unlike ANVIS, does not have an integrated sensor, but
uses imagery provided by the nose-mounted FLIR, where target angular
subtense is confounded by the target’'s emission characteristics. Rash,
Verona, and Crowley (1990) and Greene(1988) reportthat an upper bound
resolution value is approximately 0.57 cy/mr (20/60 Snellen).

In a following discussion of FOV, it is stated that the aviation
community, if asked, will request an HM D which providesthelargest FOV
withthe highest resolution. If the sensor can provide only acertainnumber
of pixels, then an inverse relationship between resolution and FOV will
result. As previously mentioned, several HMD designs (Fernie, 1995;
Barrette, 1992) have explored echieving lager FOVs by uniquely
distributing the avail able sensor pixels on the HMD. The basic concept is
to create within the HMD’ s FOV asmall insa area of increased resolution
whichis slaved to eye movement. Such “area of interest” displays mimic
the eye’ sdesign of maximum visual acuity within acentral high resolution
area (fovea) (Robinson and Wetzel, 1989). This and similar approaches
could help the long standing conflict between wide FOV and high
resolution, currently design tradeoff parameters.

Modulation transfer function (MTF)

Expressing resolution only in terms of the number of scan lines or
addressable pixels is not ameaningfu approach. It is more effective to
guantify how modulation i s transferred through the HMD as afunction of
spatial frequency. A plot of such atransfer iscalled aMTF curve. Since
any scene theoretically can beresolved into a set of spatial frequencies, it
ispossible to use asystem’s M TF to determineimage degradation through
the system. If the system is linear, the system MTF can be obtained by
convolving (multiplying) the M TFsof thesystem’ sindividual components.

There are severa methodswhi ch historically have been used toobtain
MTF curves. Theseinclude the subjective techniquesof shrinking raster,
line width, and TV limiting resolution; and the objectives techniques of
discrete frequency, half power width, and F=T. All of these techniques
have been employed to measure CRTs. Verona's (1992) comparison of
these techniques shows that considerable variation exists across these
techniques, with the discrete frequency technique being the most
dependable. However, this technique, whichrequires the measurement of
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modulation contrast at multiple discrete frequencies, is very time
consuming. Most automated M TF measuring systems are based on an FFT
of aline spread fundion. [For an MTFto validly describe a system, the
response of the system must be wniform through the field-of-view
(homogeneous) and in all directions (isotropic), and the response must be
independent of input signals (Cornsweet, 1970). CRT displays
approximateall of these conditions except one; those that are anisotropic.
CRT imagery has continuous horizontal sampling but discrete vertical
sampling. Thisimpliesthat two M TFs, one vertical and one horizontal, are
reguired to completely describe the systan. However, thehorizontal MTF
is the more commonly measured and presented FOM ]

A CRT display’s MTF curve typicdly is a monotonic function,
maximum at the lowest gatial frequency present (determined by the
display width) and decreasing to zero at the limiting highest spatial
frequency of thedisplay (Figure5.7). A CRT display’sMTF isdefined by
anumber of factors: Scan rate, spot size, phosphor persistence, bandwidth,
and drive level (luminance output). Investigations of the effects of these
factorsfor currently used miniature CRTscanbefoundin Rash and Becher
(1982) and Beasley et al. (1995).

1.0
0.8
0.6
0.4

0.2

MODULATION TRANSFER FACTOR

LOG SPATIAL FREQUENCY——p

Figure 5.7. Typical MTF curve.
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Whether or not the MTF isameaningful FOM for FFDsisstill apoint
of contention within the HMD community. Biberman and Tsou (1991)
state that there is no “quantitatively useful” metric for measuring FP
technologies which can be related to the MTF. However, Infante (1993)
provides the following explicit MTF expressionfor discrete displays:

MIF(W)y =|ising  FFxu /a1 FF o l|=|(sn o) /o] Equation 5.14

where x , is the pixel pitch, FF is the fill factor, and x , is the active pixel
size. This expression is based on the Fourier transform of the following
line spread function f(x):

7= Lwhen- =< x< T and =0 dsewhere.

Other discussions of the application of MTF to discrete displays
include Barten (1993, 1991), Feltz (1990), and Beaton (1988). Nelson and
Cox (1992) have developed a rather comprehensive image quality model
for HMDs. It is a linear systems model which can accommodae
component MTFs for I? tubes (and optics), charge coupled device (CCD)
cameras, LCD or CRT image sources, display relay optics, and electronic
processing, predicting afinal system MTF, which then is convolved with
the contrast sensitivity function of the human eye. The model isintended
as a design tradeoff tool for HMD designers At this time, however, the
model does not incorporate the temporal parameters.

Foldingintheeyesresponseisimportant in assessing the*information
transfer” aviewer can achieve. Oneimage quality FOM based on taking
the human viaual system in consideration isthe MTF area (MTFA). The
MTFA was developed by Charman and Olin (1965) and is pictured in
Figure 5.8. The MTFA isthe areabounded by the dsplay system’'s MTF
and the detection threshold curve for the human eye. Theoretically, the
greater the MTFA, the greater the information perceived by the eye. The
crossover point of the system MTF and the detection threshold curve
defines the highest gatial frequency that can be detected (limiting
resolution). The MTFA, however, oversimplifiesvisual task performance
and violates certain mathemetical principles. Because of this
oversimplification, other image quality metrics have been pursued. Of
recent significance is the work of Peter Barten (1993, 1991) and the
"Square-root integral” (SQRI) assessment method.
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The SQRI is given by

SORI= f\[(M(”)/ Mt(”))% Equation 5.15

whereM (u) isthe M TF of thedisplay, M,(u) isthevisual contrast threshold
curve, and u is spatial frequency pe unit angle at the eye of the observer.
The integration extends over the range from 0 to maximum spatia
frequency. Aswiththe MTFA, thisequation takes into consideration the
spatial frequency description of the display and the human visua system.
Good agreement hasbeenfound between the SQRI and sulbj ective measures
of image quality (Barten, 1993, 1991; Westerink & Roufs, 1989).

What has not been emphasized so far is that most MTF curves
encountered are static MTFs, i.e., the modulation in the scene is not
changing. However, while static targetsrelative to the ground do exist on
the battlefield, intheaviation environment, rel ative motion obviously isthe
moreprevalent condition. In addition to therel ative target-aircraft motion,
when VCSs are used, sensor gimbal jitter and head notion are present.
When motion is present, the temporal characteristics of the scene
modulation interact with those of the imaging system (e.g., scan rate and
phosphor persistence for CRTs) and thetransfer of modulation from the
scene to the final display image can be degraded.

Phosphor persistence is an important display parameter affecting
temporal response in CRT displays. Excessive persisternce reduces
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modulation contrast and causes a reduction of grey scale in a dynamic
environment where there is relative motion between the target and the
imaging system (Rash and Becher, 1983). Persistence effects can causethe
loss of one or more grey steps. This may not be a concern at low spatial
frequencies, where there may be multiple grey steps. But, where thereis
only enough modulation contrast to provide one or two grey steps under
static conditions, the loss of even one grey step at high spatial frequencies
would be significant.

This effect is well demonstrated in the history of the IHADSS. A P1
phosphor initially was selected to satisfy the high luminance daytime
symbology requirement. After initial flight tests, the CRT phosphor was
changed to the shorter persistence (1.2 msec) P43 phosphor because of
reported image smearing. Test pilots reported tree branches seemed to
disappear as pilots moved their headsin search of obstacles and targets. It
was determined the longer persistence (24 msec) of the P1 phosphor was
responsible for the phenomenon (Rash, Veaona, and Crowley, 1990).

Fromthisincident, it has become self-evidert that to effectively assess
a display’s capability to faithfully reproduce real world scenes, it is
necessary to measure its dynamic response as well as itsstatic response.
Modulation transfer for a datic image can be quite dfferent from that
achieved for a dynamic image (resulting from relative velocities). A
preliminary model which describesafamily of M TFcurves, with aseparate
curve for different values of relative velocity, has been devel oped for CRT
displays by Rash and Becher (1983). The model predicts reductions in
MTF resulting from the interaction of target/scene relative motion and the
display’ stemporal characteristics of scan rate and phosphor persistence.
Representative model output for a CRT display using P28 phosphor ( 70
msec persistence) and having a vertical frame period of 33 msec isshown
in Figure 5.9. Using a sinusoidal counterphase modulation technique
developed by Verona et al. (1994) (and based on prior visual sciences
testing), the dynamic MTFs for P1 and P43 phosphors were measured by
Beadley et al. (1995) as a function of temporal frequency. The resulting
curves, presented in Figures 5.10 and 5.11, validate the smearing effect
found in early IHADSStest flights.

Thedegradationinimage cortrast duetotemporal factorsisnot limited
to CRT displays. AMLCDs arecurrently theleading FP display and are
frequently used to present moving imagey (Bitzakidis, 1994). Theliquid
crystal moleculesrequireafinitetimetoreorient themselveswhenthe pixel
ischanging. Thisisaphysical limtation. A response time of 20 - 100
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Figure 5.9. Representative model output for aCRT
display using P28 phosphor (70-msec
persistence) and having avertical frame

rate of 33 msec (Rash and
Becher,1983).

msec istypical. Thisvalue is defined by the pixel accesstime (relatively
short, ~65 psec), crystal’s response speed, and other LCD physical
properties such as the dependence of cell capacitance on drive voltage ad
temperature (Bitzakidis 1994; Leroux, 1989).

In a similar fashion to CRT phosphor response, the slow transition
between luminance values will degrade modulation transfer in dynamic
imageson AMLCDs. Consider theexample of ablack vertical bar moving
across a white background where the luminance changes are completed
after addressing the pixelstwice (Bitzakidis, 1994). Thedisplay pixelscan
be categorized as:

a) Background pixels, which remain white for two fields.

b) Overlap-areapixelsbetween the presentationsof thebar at different
fields, which remain black for two fields.

c) Pixelswhich change from white to black (the leading edge of the
bar).

d) Pixelswhich change from black to white (the trailing edge of the
bar).
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The leading edge of the bar will appear dark grey, since the transition
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Figure 5.10. MTF curves for P1
phosphor (Beasley et
al., 1995).

from white to black will be incomplete. The areabehind the trailing edge
suffersalso. It will be alight grey due to the incompletetransition from
black to white. The overall effectisthat of alow-passfilter. Motion blur
will result withaloss of high frequency detail. The magnitude of the effect
increases with speed.

Rabin and Wiley (1995) compared visua performance between CRT
and liquid crystal displaysfor high rates of i mage presentations and found
asignificant difference, whichwasattributed tothe display response speed.
The study involved atarget detection task for various horizontal target
velocities presented on the IHADSS (using a P43 phosphor image source)
and an AMLCD HMD developed by Honeywell, Inc., Minneapalis,
Minnesota. Target recognition (contrast sensitivity) was found to be
degradedfor the AMLCDHMD for the three highest vel ocitiestested (4.4-
17.6 deg/sec).

In conclusion, the dynamic response of a display and its interaction
with other imaging system components is a critical area of concern.
Therefore, it is necessary to be able to measure the dynamic MTF of such
systems. Current wisdom is that pixel persistence (10%) values greater
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than 5 msec can lead to image blurring in dynamic head-tracked
applications (Nelson, 1996).

Distortion

Distortion can be defined as any difference in the apparent geometry
of the outside scene as viewed on or through the display. Sources of
distortion in the display imageinclude theimage source and display optics
(with combiner). For see-through designs, the comhbiner introduces
distortion into the image of the outside scene. Distortion can exist outside
thedisplay itself, such asthat caused by the aircraft windscreen. In current
I? designs, e.g., ANVIS, the fiberoptic inverter is the primary source of
distortion. Wellsand Haas (1992) suggest that additional distortion can be
induced in HMDs using CRTs as image sources. This distortion is
perceptual and relates to a change in the shape of araster-scanned picture
on the retina during rapid eye movements (Crookes, 1957), such as those
inherent in head-coupled systens.

Distortion in CRTs is rather easily minimized through the use of
external correction circuitry. The CRT image also can be predistorted to
alow for distortion induced in the display optics. FP image sources
generally are consideredto be distortion free, withthe display optics being
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Figure 5.12. Percent ANVIS distortion as afunction
of angular position.

the source of any distortion present in HMDs using these sources. FP
imagesal so can be predistorted to correct for the dsplay optics However,
thiswill require at least oneadditional frame of latency (Nelson, 1994).

In ANVIS, the optical system can produce barrel or pincushion
distortion and the fiber-optic inverter can cause shear and gross (or “S")
distortion. Shear distortion in fiber optic bundles causes discrete lateral
displacements and is known also as incoherency. “S’ distortion is due to
the residual effect of the twist used to invert the image, which causes a
straight line input to produce an “S” shape (Task, Hartman, and Zobel,
1993). Distortionrequirementsfor ANVISarecitedin MIL-A-49425 (CR)
and limit total di stortionto 4%. Distortionfor ANVIStypically isgivenas
afunction of angular position across the tube. Sample data from asinge
tube are presented in Figure5.12 (Harding et al., 1996).

As a historical note, in 1988, when AN/PVS-5's were still the most
common I? system, anumber of reportsfrom National Guard units surfaced
regarding “depression” and “hump” illusions during approaches and
landings (Markey, 1988). Suspect goggles were obtained and tested. The
final conclusion was that the distortion criteria were not sufficiently
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stringent. Based on testing, a recommendation was made to tighten bath
shear and“ S’ distortion specifications. Distortion requirements generally
apply to single tubes. However, distortion differences between tubesin a
pair of NV Gs are more important. In fact, care should be taken to match
tubes in pairs based on other characteristics; e.g, luminance, as well as
distortion.

In Crowley’ s(1991) investigation of visual illusions withnight vision
devices, he citesexamplesof whereaviatorsreported having theillusionof
landing in a hole or depression when gpproaching a flat landing sight.
Aviators also reported that norma scanning head movement with some
pairs of ANVIS caused the ill usion of trees bending.

In general, for monocular, as wdl as for biocular/binocular, optical
systems withfully overlapped fieldsof view, an overall 4% distortionvalue
has usually been considered acceptable. That is, a deviation in image
mappingtowardsthe periphery of the display could beoff by 4%, providing
thedeviationisgradual with no noticeableirregular wavinessof vertical or
horizontal lines. For aprojected display with a40-degreecircul ar field-of -
view and 4% distortion, thiswould mean an object atthe edge of thevisible
FOV could appear at 40 x 1.04 (41.6° pincushion distortion) or 40/1.04
(38.5° barrel dstortion). For binocular displays, differences in distortion
between the images presented to the two eyes are more serious than the
amount of distortion (Farrell and Booth, 1984.) Distortion is better
tolerated in static images than in moving images, and therefore is of
increased concern in HMDs.

Biocular/binocular HM Ds having overlapping symbol ogy will haveto
meet head-up display specifications of 1 milliradian or less difference
between the right and left image channels for symbology within the
binocular overlapped area if the symbology is seen by both eyes.
Otherwise, diplopiaand/or eye strain will beinduced. However, with see-
through vision, this criterion can not be met when viewing at less than 60
meters due to eye convergence (McLean and Smith, 1987).

When imagery is used with aminimum see-through requirement, the
maximum displacement between the right and | eft image points within the
biocular/binocular region should not exceed 3 milliradians (0.3 prism
diopter) for vertical, 1 milliradian (0.1 prism diopter) for divergence, and
5 milliradians (0.5 prism diopter) for convergence.

Distortion can be particularly important in aviation. For example, the
apparent velocity of a target having a relative motion will change in
proportion to the magnitude of the distortion (Fischer, 1997).
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L uminance uniformity

Variation in luminance across a display image can be distracting
(Farrell and Booth, 1984). Luminance uniformity across animage isbest
described by itsabsence or nonuniformity (Snyder, 1980). Threeimportant
types of nonuniformity are; Large area nonuniformity, small area
nonuniformity, and edge discontinuity. Large area nonuniformity is a
gradual change in luminance from one area of a display to another; e.g.,
center to edge or edge to edge. Small area nonuniformity refersto pixel to
pixel luminance changes over a small portion of the image. Edge
discontinuities occur over an extended boundary.

While uniformity requirements are still lacking in the classical
literature, one such guidanceisthat the luminance at any two pointswithin
aflat field image shall not vary by more than 20% (Rash et al., 1996).
Farrell and Booth (1984) sugged limiting small and large aea
nonuniformitiesto 10% and 50%, respectively. The HIDSS allows a20%
variation from the mean image luminance, which should be based on
luminancereadings of at |east 9 ar more equally spaced positionswithinthe
image. [In cases where the entire image area is not useable, variation can
be based on only that portion which provides acceptable image quality.]

CRTs provide uniformity on the order of 37% (i.e., the luminance of
any small area can decrease to 63% of center luminance) (Farrell and
Booth, 1984). FP technology displays also should provide reasonably
acceptable uniformity. In EL displays, uniformity will be a function of
quality control on the deposition of the phosphor. Uniformity in LED
displays will depend on thevariationinindividual LEDswithin and across
production lots. LCD uniformity (typically <20%) is dependent on cell
thickness, molecular alignment, and voltage control (Snyder, 1980).
However, many LCD displays auffer from luminance fall-off asafunction
of viewing angle. Thedisplay opticsalsowill affect luminanceunif ormity,
particularly with spectrally tuned combiners.

Field-of-View

FOV, as used here, refers to the display FOV, the horizontal and
vertical anglesthe d splay image subtendstotheeye. Intermsof impact on
performance, FOV can be considered to be as important as resolutionand
contrast. During night and foul weather flights with HMDs, the largest
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Figure 5.13. Human visual system s binocular FOV.

amount of visual information available to the aviator is provided via the
display imagery. Inprinciple, the larger the FOV, the more information
available. The maximum FOV targe value would be that currently
achieved by the unobstructed human visual system.

The human eye has an instantaneous FOV that is roughly oval and
typically measures 120° vertically by 150° horizontally. Considering bath
eyestogether, theoverall binocular FOV measures approximately 120° (V)
by 200° (H) (Zuckerman, 1954) (Figure 5.13). Thesize of the FOV that an
HMD is capable of providing is determined by several sensor and display
parameters including size, weight, placement, and resolution. Designs
achieved so far al provide restricted FOV sizes. AsFOV s decrease, head
motion becomes greater andincreases head and neck musclefatigue This
al so reduces the amount of backgroundinformationabout the area(target)
of interest andinduce “tunnd vision” (Biberman and Alluisi, 1992).

InANVIS, the FOV of asingle I” tubeisacircular 40°. Thetwo tubes
have a 100° overlap; hence, thetotal FOV isalso 40°. ThisFOV sizeseems
small in comparison to that of the unobstructed eye. But, the reduction
must be judged in the context of all of the obstructions associated with a
cockpit, e.g., armor, glareshidd, support structures. Still, the aviator must
use continuous head movements in a scanning pattern to help compensate
for the limited FOV.
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The ANVIS 40°FOQV is atheordical value. Even though the ANVIS
isnot anexit pupil forming system(instead uses asimple magnifier), asthe
eye backs away, the FOV will decrease. Such situations can occur in use
duetoimproper adjustments, anthropometry, and use of nuclear, biological,
and chemical (NBC) protective masks. These losses may not be apparent
totheaviator. Kotulak (1992) investigated thein-flight FOV with ANV IS
and found: a) ANVIS FOV istypically less than 40° inflight, and b) In-
flight ANVIS FOV is reduced mostly due to equipment limitations The
fore-aft adjustment of the ANV 1S helmet mount lacks adequaterangein the
aft direction. Kotulak recommended that achange from a 18-mm to a 25-
mm eyepiece would improve the percentage of individualsableto achieve
full FOV; this was confirmed by McLean (1995).

The IHADSS provides a 30° (V) by 40° (H) rectangular FOV,
presenting an image to the pilot which is equivalent to a 7-foot (diagond)
CRT being viewed from 10 feet away (Beary et al., 1984). Although the
monocular HDU design obstructs unaided lateral vision to the lowerright,
the IHADSS providesan unimpeded external view throughout the range of
PNV Smovement (+ 90° azimuth and +20°to -45°elevation). However, the
Apacheaviator istraned, aswithANVIS, to continuously scan with head
movementsto compensate for thelimited FOV. A potentially disorienting
effect occurswhen the aviator’'s head motion exceeds the PNV S range of
motion —theimage suddenly stops, but head motion continues. Thiscould
be misinterpreted by the aviator as a sudden aircraft pitch or yaw in the
direction opposite to the head motion.

The IHADSS is designed to present the FLIR sensors's FOV insuch
amanner that theimageon the combiner occupies the same areain front of
theeye, resulting in unity magnification. However, toachieve thisgoal, the
aviator must position his eye within the exit pupil of the HDU optics. The
major determinant of whether this can beachieved isthe physical distance
between the eye andthe edge of theHDU opticd barrel. Variationsin head
and facial anthropometry greatly influence the ability of the aviator to
comfortably obtain a full FOV. Some aviators report discomfort dueto
pressureagainst the zygomatic arch (cheekbone) (Rash and Martin, 1987a)
and many report difficulty in seeing al of the symbology (Hale and
Piccione, 1990). As with ANVIS, the interposition of NBC protective
masks and spectaclesincreasestheeye-HDU distance, potentiallyreducing
thelikelihood that the full FOV will be achieved (Rash and Martin, 1987b;
McLean and Rash, 1984). Improper adjustment of the HDU/helmet
attachment bracket and comhiner also can result in FOV loss.
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A number of gudies have been conductedin an attempt to understand
therole of FOV in pilotage and targeting tasks. Sandor and Leger (1991)
looked at tracking with two restricted FOV s(20° and 70°). They found that
tracking performanceappearedtobe” moderately” impaired for bath FOVs.
Further investigation on FOV targeting effects found negative impactson
coordinated head and eye movements (Venturino and Wells, 1990) and
reinforced decreased tracking performance with decreasing FOV size
(Kenyon and Kneller, 1992; Wells and Venturino, 1989). Kasper et a.
(1997) also examined the effect of restricted FOV s on rotary-wing aviator
head movement and found that aviators respond to such restrictions by
making significant changes in head movement patterns. These changes
consist of shiftsin the center of the aviatar’ s horizontal scan patterns and
movements through larger angles of azimuth. They also concluded that
these pattern shifts are highly individualized and change astherestrictions
on FOV change. This work was an extension of Haworth et al. (1996)
which looked at FOV effectson flight performance, aircraft handling, and
visual cue rating.

Perhaps the most important FOV study to rotary-wing aviation is the
Center for Night Visionand Electro-Optics, Fort Belvior, VA, investigation
of the tradeoff between FOV and resolution (Greene, 1988). In thisstudy,
five aviators using binocular s mulation goggles, paformed terran flights
inan AH-1SCobrahelicopter. Seven combinationsof FOV (40° circular
to 60° x 759), resolutions (20/20 to 20/70), and overlap percentages (50%
to 100%) were studied. They reported the lowest and fastest terrain flights
were achieved usng the 40° - 20/60 - 100% and 40° - 20/40 - 100%
conditions, with the aviators preferring the wider (60° condition.
However, the author did not feel that the results j ustified increasing FOV
without also increasing resolution.

In spite of this research, the question of how large a FOV is required
still has not been fuly answered. Aviators want it to be as large as
possible. HM D designersmust performtradeoffsbetween FOV, resolution,
weight, size, and cost. Thetask of determining FOV required for flyingis
not asimpleone. Obviously, the selected FOV should reflecttheaircraft’s
mission, providing optimal visual search performance, object recognition,
and spatial orientation (Lohman and Weisz, 1989). Therefore, first the
minimal FOV required is highly task dependent. Consider the different
sensory cues used for high-speed flight acrossa desert floor (narrow FOV)
versus a confined-area hovering turn (wide FOV). Second, the FOV
required to maintain orientation depends on workload. A small attitude
indicator bar (or cue), occupying only afew degrees on the display image,
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doesnot provide muchinformeationto the peripheral retina, which normally
mediates visual information regarding orientation in the environment
(Gillinghamand Wolf, 1985). Acquiring thisorientation informationfrom
the central (foveal) vision requires moreconcentration and rendersthe pilot
susceptible to disorientation should his attention be diverted to other
cockpit tasks for even a brief period. Third, with HMDs such as the
IHADSS and HIDSS, any reduction in the FOV also may deprive the pilot
of critical flight symbology.

Seeman et al. (1992) recommend an instantaneous FOV of 50° (V) by
100° (H) for flight tasksinvolvingcontrol of airspeed, altitude, and vertical
speed. Thisestimate does not include considerationsfar other flight tasks,
suchashover. Current HM D programsarestriving to produce FOV s of 60°
or larger. However, evena 90° FOV doesnot provideall the visual cues
availableto the naked eye (Hart and Brickner, 1989). Both Haworth et al.
(1996) and Edwards et al. (1997) found that perfarmance gains could be
tied to increasing FOV's up to about 6(°, where perfarmance seens to
encounter aceiling effect. Thisraisesthe questionasto whether increased
FOV designs are worth the tradeoff costs.

Visual Field

The term visual field refers to the unaided, unobstructed look-
under/look-around ability to see the outside world. Effedive and safe
operation in the cockpit isin most cases dependent on the extent of the
physical space visible to the aviator's unaided eyes. It is espedally
important that caution and warning lights be vidble, along with other
instruments, in order to be able to perform tasks such astuning radios. In
an HMD, the available visual field can be impacted by the helmet, image
source and the display optics. Visual field can befurther reduced when
NBC devices and/or oxygen masks are worn. The unaided visual field
should allow for quidk and easy viewing of critical cockpit instruments
without excessve head movement.

The unobstructed human binocular visual field covers approximately
120° vertically by 200° horizontal ly. Just the wearing of a protective
helmet alone can cause significant redudionsin visual fidd, almost dl in
the upper vertical region. The placement of display optics obscureslarge
portions of the central visual field. The [HADSSwith its monocular HDU
introduces less field obstruction than might be expected due to the
overlapping of the monocular fidds of the left and right eye.
Measurements on the HIDSS (Harding et al, 1998) reveal that the PRU
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commentsimply that the reported misperceptions occurred even when the
system was verified as having 1:1 magnification.

Magnificationisusedin targetingwith head-down systerms. However,
in general, using high magnification with the narrov FOV used for
targeting would be undesirable because of head jitter and aviator
disorientation (Tsou, 1993). In a simulator study (Peterson, King, and
Hilgendorf, 1977), it has been shown that a 7:1 change in magnification
(from 20° to 3°) can be tolerated.

See-Through Luminous/Spectrd Transmittance

Aviation HMD designs, except for ANVIS, use a beamsplitter
(combiner) to present sensor imagery while allowing limited see-through
vison to the outside world. This see-through capability requires that
attention be paid to the luminous and spectral characteristics of the
combiner. A certain percentage of the luminance of the background must
be transmitted, however, high ambient background luminances must be
attenuated to provide sufficient imagery contrast (Cohen, 1979). This
problem was discussed in a previous section, Contrast.

Since the combiner overlays the sensor image onto that of the outside
world, interference may occur (Wellsand Haas, 1992). Thisinterference
may affect the perception of information within theHMD imagery and/or
the external scene. Luminance contrast can be reduced and spectral
deviations may be introduced due to the combine’s charecteristics. To
achieve higher contrast, the combiner often is designed to attenuate the
external background luminance and to be highly reflective for the peak
wavelength of the monochromatic image source. Reducing combiner
transmittance has been shown to be effective in increasingHMD imagey
contrast in the Apache (Rash, McLean, and Monroe, 1981). The spectral
effectson symbology cortrast were model ed by Rash, Morroe, and Verona
(1981) using the spectral transmittance and reflectance of the IHADSS
combiner, emission of P43, and various variegated backgrounds.

It must also be noted that the HM D system usudly incorporates one or
morevisors. Thes visorsare depended upon to assist in the achievement
of sufficient contrast values in high ambient luminance environmentsand
must be considered when designing the combiner’s transmittance
characteristics. While visorsused for sun and wind protectionusually will
be spectrally neutral, somevisors are designed to provide protection from
directed energy sources, e.g., lasers, and will have spectrally selective
transmittance characteristics. [For further discussion, see Chapter 7,
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section, Visors and Visor Assemblies.]
Exit Pupil

The exit pupil (or Ramsden disk) of an (pupil forming) HMD is the
areain space where all the light rays pass; however, it often is pictured as
atwo-dimensional hole. To abtain thefull FOV, the viewing eyemust be
located at (within) the exit pupil. Conversely, if the eyeistotally outside
of the exit pupil, none of the FOV isvisible. Asthe viewer moves back
fromtheexit pupil, the FOV will decrease. [ Theeye has an entrance pupil;
when the exit pupil of the HMD islarger thanthe entrance pupil of the eye,
the eye can move around without lossof retinal illumination or FOV (Self,
1986).] The mai n advantage of an exit pupil forming system isthe use of
the extra optical path length toform fit theHMD to the head (Tak, 1997).

The exit pupil has three characteistics: Size, shape, and location.
Within the limitation of other design confounds, e.g., size, weight,
complexity, and cost, the exit pupil should be as large as possible.
IHADSShas acircular 10-mmdiameter exit pupil. The HIDSS exit pupil
alsoiscircular but with a15-mm diameter. While systemswith exit pupils
with diameters as large as 20 nm have been built, 10 to 15 mm is the
typical value(Task, Kocian, and Brindle, 1980). Tsou (1993) suggeststhat
the minimum exit pupil size should include the eye pupil (~ 3 mm), an
allowance for eye movements that scan across the FOV (~ 5 mm), and an
allowance for helmet dippage (£ 3 mm). Thiswould set a minimum exit
pupil diameter of 14 mm. Since the exit pupil is the image of an aperture
stop in the optical system, the shape of the exit pupil is generally circular
and, therefore its size is gven as adianeter.

The exit pupil is located at a distance called the optical eye relidf,
defined asthe distance from the last optical element to theexit pupil. This
term has caused some confusion. Whatis of critical importancein HMDs
isthe actual physical distancefrom the plane of the last physical element
to the exit pupil, a distance called the physical eye relief or the eye
clearance distance. This distance should be sufficient to allow use of
corrective spectacles, NBC protective masks, and oxygenmask, aswell as,
accommodate the wide variations in head and facial anthropometry. This
has been a continuous problem with the IHADSS, where the optica eye
relief value (10 mm) isgreater than the actual eye clearancedistance. This
is due to the required diameter of the HDU objective lens and the bulk of
the barrel housing. To overcometheincompatibility of spectacleswiththe
small physical eyerelief of the|[HADSS, the Army hasinvestigated the use
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of contact lenses (Bachman, 1988; L attimoreand Cornum, 1992; L attimore,
1990). While citing a number of physiological, biochemical and clinical
issues associated with contact wear and the lack of reliable bifocal
capability, the studies did conclude that contact lenses may provide a
partial solutionto HMD eye relief problems.

Extraneous Reflections

Extraneous reflections aso are known as ghost images. If no
recognizale images result, the effect generaly is called veiling glare.
They can be defined as unwanted or stray lightin an optical image. They
can have a number of sources (Farrell and Booth, 1984) which include
interreflections from optical surfaces, reflections from support structures
inside the display, and optical surface defects such asfingerprintsand dirt.
Since most of the optical elements are polished and aurvilinear, images of
bright external sources, such as the sun, can be present with sufficient
brightness to be extremely troublesome (Kingslake, 1983).

The primary method for reducing ghost images is the application of
antireflection coatings. Baffles and light blocks also are used.

In HMD optical designswhich are only partially enclosed, such asthe
IHADSS and HIDSS, the open combiner(s) serve as excellent surfacesto
collect dirt and cils. Intherea world environment, such open designs are
natural casualties of continuing handling with contaminated hands. The
fingerprints and the resulting veiling glare will degrade image contrast
(Coleman, 1947). Visors used as part of the HMD opticd design also can
be magjor sources for extraneous reflections (Task, 197). This comes
about because visors have two surfaces, only one of which (theinner) are
used as part of the optical path. A measure of the effect of such a ghost
image is gven by thefollowing equation (Task, 1997):

G =R, /(T2 R,) Equation 5.16

where G, = image to ghost ratio; R, = reflection coefficient of the first
(inner) surface; R, = reflection coefficient of the second (outer) surface;
and T, = transmission coefficient of the visor material and inner surface. A
more robust but more complicated method for quantifying ghost images
from external light sources such as the sun can befound in Rash et al.,
1996.

A number of extraneousreflections have been reported with the CRT
based HIDSS (Harding et al., 1998). A partial solution to thisproblem has
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been to install rubber baffles over the combiners.

Monocular/Biocular/Binocular Considerations

HMDs can be classified as monocular, biocular, and binocular. These
terms refer to the presentation of theimagery by the HMD. Aspreviously
defined, monocular means the HMD imagery is viewed by a angle eye;
biocular meansthe HM D providestwo visual images from asingle sensor,
i.e., each eye sees exactly the same image from the same perspective;
binocular means the HMD provides two visual images from two sensors
displaced in space. [Note: A binocular HMD can useasingle sensar, if the
sensor issomehow mani pul ated to providetwo different perspectivesof the
object scene.] A biocular HMD may use one or two image sources, but
must have two optical channels. A binocular HMD must have separate
image sources (one for each eye) and two optical channels.

Monocular issues

The AH-64 IHADSS isamonocular design, providing imagery to the
right eye only. The ANVIS is a binocular design, with two sensors
providing imagery to the separate eyes. The HIDSS design is a partial
binocular divergent design with an overlap of approximately 30% (based
on a 17° overap region within the 52° horizontal FOV).

Monocular HMDs generdly have smaller packaging, lighte weight,
and lower design costs. Their smaller packaging permit themto be placed
closer to the head, causing less reduction in visual field (Laycock and
Chorley, 1980). Their drawbacks include FOV limitations, snall exit
pupil, the potential for binocular rivalry, eye dominance problems,
increased workload, and reduced reaction time (Conticelli and Fujiwara,
1964). Thereduced FOV [30° (V) x 40° (H) for the IHADSS] resultsinthe
need for increased head movements. The small exit pupil size requiresthe
display to be very close to the eye and requires a very stable head/HMD
interface. Binocular rivalry causesviewing conflictsbetweentheaided eye
viewingthedisplay imagery and the unai ded eye viewing the outsideworld.
[Rivalry would be a greater concern in monocular systemswhere
one eyewastotally occluded. Suchisnot the casefor IHADSS, where the
display eye has see-through capability.] Whenrivalry does exist, studies
have shown that target recognition and visual performance in general
decreases (Hershberger and Guerin, 1975). Eye dominance may influence
visual performance, of critical interest if themonocular HM D design does
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not allow for user preference (such asin the IHADSS where thedisplay is
always maunted on the right eye).

The IHADSS hasbeen in use sinceitsfull fielding in June 1985. The
IHADSS monocular design requires the aviator to switch his visual
processing from the aided to unaided eye. Apachetraining hasthe highest
failure rate for rated student aviatorstransitioninginto a complex aircraft
(Cornum, Caldwell, and Ludwick, 1993). Itisa7-phase training program
with the most difficult being the “bag phase” when aviators fly in an
enclosed cockpit using only the imagery provided on the IHADSS.
Cornum, Caldwell, and Ludwick (1993) conducted a study of 140 Apache
student aviators in order to determine factors which might be used to
predict course success or failure. The use of amonocular display and the
remoteness of the FLIR sensor were not identified as potential factors.
However, many aviators were unableto overcome “bag” sickness, atype
of smulator sickness, which manifested itself during the “bag” phase. It
was uncl ear whether the use of the HMD was related to this problem.

When Hale and Piccione (1990) performed an aviator assessment of the
IHADSS, they found evidence of increased workload, visual and mental
fatigue, and stress. They found that as a mission progressed, aviaors
experiencedincreased difficulty in switching between eyesfor visual input.
Aviators reported having to resort to extreme actions, such as closing one
eye, to either suppress or produce attention switching. Aviators, aso,
reported visual fatigue from the display “brightness’ in the aided eye.

To help understand the visual processing with monocular HMDs,
Caldwell et al. (1991) compared the performance of rated A pacheaviators
to other Army aviators on visual tasks invdving monocular imagery
presentation. Each aviator was givenatask presented monocularly tothe
right eye, atask presented monocularly to theleft eye, and atask presented
to both eyes smultaneoudly in a dichoptic task. Results indicated no
performancedifference between groupsfor the dichoptictask, butindicated
better performance with the Apache aviators for the monocul ar left eye
task. Also, there was atrend for the Apacheaviators to perform better on
themonocular right eyetask. Theability of the Apacheaviaorsto perform
better on the dichoptic task was contrary to what was expected. However,
the improved monocula performance seems to indicate that aviators
trained on monocular HMDs are capable of performing single-eye tasks
better than aviators who use binocular vision while flying.

During the first yeas of fieldingthe Apache, the training failure rate
was high (~10%), and eye dominance was suggested as a probable cause.
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McLean (1990) correlated data on 16 Apache aviators for multiple eye
dominancetests. Resultsshowed little correlation between tests. Thiswas
explained by the rationale that eye dominance itself is not a singularly
defined concept and i stask dependent. Also, daafailedto show any before
and after ef fects on eye domi nance due to PNV Straining.

The one-eye, see-through design of the IHADSS has the potential of
one last problem. The design produces a differential dark and light
adaptation in the two eyes (Shontz and Trumm, 1969). Such conditions
could bring rise to an effect known as the Rulfrich phenomenon, a depth
illusion for laterally moving objects caused by image delay to the darker
adapted eye. The Pulfrich phenomenon has not been documented with the
IHADSS.

Biocular/binocular issues

As previously discussed, perhaps the geatest disadvantage of
monocular HMDs is their reduced FOVs. It iswell documented that
reduced FOV's degrade many visual tasks (Kenyon and Keller, 1992;
Osgood and Wells, 1991). InHMD designs the size (diameter) of therelay
optics limits the availabl e FOV. To provide larger FOVs, designers have
adopted a method of partially overlapping the FOVs of two optical
channels. Thisresultsin alarger, partialy overlapped FOV consisting of
acentral binocular region (seen by botheyes) and two monocular flanking
regions (each seen by one eye only) (Figure 1.8). Such overlapping
schemes can be implemented by either divergent or convergent overlap
designs. Inadivergent design, theright eye seesthecentral overlap region
and the right monocular region, and the left eye sees the central overlap
region and theleft monocular region (Figure 1.9). In aconvergentdesign,
theright eye seesthe central overlap region and theleft monocular region,
and the |eft eye sees the central overlap region and the right monocular
region (Figure 1.10). As an example, the Comanche HIDSS design is
divergent and hasan overlap of approximately 30% (based ona17° overlap
region withinthe 52° horizontal FOV).

It generally is agreed that most visual capahilities, e.g., detection,
discrimination, recognition, etc., are improved when two eyes are used, as
compared to one (Rabin, 1995; Home, 1984; Campbell and Green, 1965).
Using thislogicand the FOV argument, current HMD designs are two-eye
designs. If an HMD isatwo-eye design, there are anumber of parameters
which must be considered. These include I1PD, image alignment between
the two eyes, and luminance balance (Task and Kaocian, 1995). Failureto
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pay proper attention to these and correspondingissues can result in retinal
rivalry, eye strain, fatigue, and, if severe enough, diplopia.

Humansview scenes binocularly. Typically, an adult male seyes are
located 55-73 mm apart with theeyes' lines-of-sight converged toan angle
that matchesthar accommodation distance. Because of thisconfiguration,
each eye sees a dlightly different view (perspective) of the same scene,
which provides depth perception and dereopsis. Biocular/binocular
HMDs, while providng imagery to both eyes, can depart fromthis natural
arrangement in several ways (National ResearchCouncil, 1997). Biocular
HMDs use a single sensor to presant the same image of the scene to both
eyes, but lacking the disparity in perspectiveto providestereopsis. ANVIS
isastraight forward binocula display, using two input sensors separated
by a distance to provide separate images to the two eyes. HIDSS is a
biocular system. But, sincethe FLIR sensor FOV islarger than the display
optics FOV, the HIDSS presents approximately two-thirds of the sensor
FOV to each eye, resulting in adisplay FOV that matchesthe sensor FOV,
but consists of two monocular regions and a central region seen by both

eyes.
Biocular tolerances

Having two optical channels presents the opportunity to have
disparities (mismatches) between the imagery presented to the two eyes.
These disparities can be alignment errors or optical image differences.
Alignment errorsreflect lack of parallelism of thetwo optical axesand can
bevertical, horizontal, and/or rotational. Optical image differencescan be
in contrast, distortion, size (magnification), and/or luminance (Self, 1986).
These errorswill exist. The questioniswhat magnitude of disparity can be
tolerated before performance noticeably degrades. These permissible
differences are referred to as the optical tolerance limits for the HMD
design.

Self (1986) provides a review of optical tolerance studies conducted
and standards developed before 1986. The results of the review are
summarized in Table 5.6. Also included in Table 5.6 are more recent
tolerance recommendations. It is important to note that users will have
varying sensitivities to these tol erances.

Table5.6.
Summary of binocular opticd tolerance limits.
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(Self, 1986)
Vertical Horizontal Horizontal
misalignment misalignment misalignment
(Convergence) (Divergence)
8 arcminutes 22.5 arcminutes 7.5 arcminutes
(2.3 mr) (6.5mr) (2.2 mr)

(Jacobs, 1943)

(Jacobs, 1943)

(Jacobs, 1943)

14 arcminutes
(4.1 mr)
(Harvey, 1970)

28 arcminutes
(8.1 mr)
(Harvey, 1970)

14 arcminutes
(4.2 mr)
(Harvey, 1970)

17 arcminutes 2 arcminutes 4 arcminutes
(4.9 mr) (0.6 mr) (2.2 mr)
(MIL-Hand-141, (Department of the (Department of the
1962) U.S. Navy, 1966) U.S. Navy, 1966)
2 arcminutes 8.8 arcminutes 3.4 arcminutes
(0.6 mr) (2.6 mr) (L mr)
(U.S. Navy, 1966) (Genco, 1983) (Gold, 1971)

3.4 arcminutes

8.6 arcminutes

4.1 arcminutes

(2 mr) (2.5 mr) (2.2 mr)
(Gold and Hyman, (Gold, 1971) (Genco, 1983)
1970)
19 arcminutes 2.7 degrees 3.4 arcminutes
(5.5mr) (47.1 mr) (2 mr)
(Lippert, 1990) (Farrell and Booth, (Gold and Hyman,
1984) 1970)

3.4 arcminutes
(1 mr)
(Gold, 1971)

Table 5.6. (continued)
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Rotational Magnification Luminance
difference difference difference
10 arcminutes 2% 10%
(Gold, 1971) (MIL-Handbook-141, (MIL-Handbook-
Defense Supply 141,
Agency, 1962) Defense Supply
Agency, 1962)
2 degrees 2% 3%
(MIL-A-49425, (MIL-STD-1472C, (Department of the
1989) 1981) U.S. Navy, 1966)
29 arcminutes <5% 5%
(Farrell and Booth, (MIL-STD-1472C, MIL-STD-1472C,
1984) 1981) 1981
<0.8% < 50%
(Farrell and Booth, (Farrell and Booth,
1984) 1984)
0.28% 15%
(Gold, 1971) (Lippert, 1990)
10%

(MIL-A-49425, 1989)

Note: Caution should be used in applying these values since they are based on studies of
various optical devices and under different test conditions.

Fusion, which isthe human visual system’ s ahility to perceive thetwo
images presented as one, is somewhat tolerate. Therefore, some
misalignment can be present. Such tolerance limits are not well defined,
as can be seen fromthe wide variation in valuesin Table 5.6. Also, itis
expected that tolerance limits will vary among individuas and decrease
with exposure, fatigue, and hypoxia. The first signs of having exceeded
tolerancelimitswill most likely manifest themselvesin the onset of visual
fatigue, eye strain, and headaches.

An all encompassing discussion of binocuar tolerance limits can be
found in Melzer and Moffitt (1997).

Specia consideration must be given to HMD designs using partia
overlap. For partia overlapped HMDs, such as the HIDSS, image
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alignment is of greater criticality for certain parameters. Failure to limit
magnification differences in the two optical channels can create
considerabledisparity effects, depending on the percentage of the overlap,
the greater the overlap region, the lesser magnification which can be
tolerated (Melzer and Moffitt, 1989; Self, 1986). Distortion induced
disparities also will be more pronounced in partial overlapped HMD
designs.

Partial binocular overlap issues

The implementation of partia overlap to achieve larger FOV's brings
withit certain additional concerns. Fragmentation of the FOV, luning, and
changesintarget detection capability can occur inHM Dsemployingpartial
overlap (Klymenko et al., 1994a,b,c). If both eyes se the identicd full
imagein abinocular HMD, what is known as afull overlap FOV, then the
overall FOV islimited to the size of each of the monocular fields. If for
design reasons, the size of the monocu ar fields are at amaximum and can
not be increased without incurring unacceptable costs such as reduced
gpatial resolution, or increased size and weight of the optics, then the size
of the full overlap FOV may not be sufficient.

Partial overlap is a way to increase the HMD’s FOV, without
increasing the size of the two monocular fields. In such a case, the new
wider FOV consists of three regions---acentral binocuar overlap region
seen by both eyes and two flanking monocular regions, each seen by only
oneeye (Figure 1.8). Thereare perceptual consequencesfor displayingthe
FOV to the human visual system in thisunusual way. These perceptual
effects have been a concern to the aviation community because of the
potential loss of visual information and the visual discomfort (Edgar et al.,
1991; Kruk and Longridge, 1984; Landau, 1990; Alamet a., 1992; Melzer
and Moffitt, 1989).

First, whereas the full overlap FOV consists of one contiguous
binocular region, the partial overlap FOV consists of three regions,
distinguished by how each stimulates the visual system. Thiscan resultin
the visual fragmentation of the three regions into three phenomenally
separate areas, separated by the binocular overlap borders. Sincethisisa
non-veridical perception of what is in reality a continuous visual world,
visual misinterpretationsmay result.

Second, luningmay occur inthe FOV of partial overlap dispays. This
is a temporally varying subjective darkening of the flanking monocular
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Figure 5.16. Luning in partial overlap HMDs.

regions, most pronounced near the binocular overlap borders (Figure 5.16).
This phenomenon, like visual fragmentation, is due to the nature of the
dichoptic stimulation of the monocular regions, meaning that each eyeis
receiving dissimilar stimulation in corresponding locations, instead of the
similar stimulation of normal unaided vision. In this stuation, dichoptic
competition occurs. Here, the monocular region of the FOV presents a
portion of thevisual world to oneeye and the black background, rather than
the visual world, to the other eye. This results in various forms of
binocular rivalry, wheretheseinputs competefor awarenesswiththeinputs
of each eye alternating in suppressing the input of the other eye.
Phenomenally, thisisexperienced asthe darkening effect of luning, which
is most prevalent when the eye receiving the wrong image of the black
background dominates and suppresses the eyereceiving the right image of
the visual world.

Third, this competing visual input can resultin less detecteble targets
in the monocular regions of the partial overlap FOV (Klymenko et al.,
1994c). Melzer and Moffitt (1997) have proposed blurring the binocular
edges or putting in dark contour lines to separate the binocular and
monocul ar regions to alleviate the detrimental visual effects. In dichoptic
competition, sharper edges are gronger competitors than smooth edges
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(Kaufman, 1963). The blurring works by weakening the competitive
dichoptic strength of the wrong image, and the placement of dark contours
works by enhancing the strength of the right image. Klymenko & al.
(1994d) have confirmed that the placement of contours reduces luning.

A remaining issue is the choice of whether the partial overlap should
be convergent or divergent (Figures 1.9 and 1.10). [In the convergent
design, the right monocular image is presented to the left eye, and vice
versa; inthedivergent design, theright monocularimageispresentedto the
right eye and the left monocular image is presented to the left eye.]
Klymenko et al. (1994d) have foundthat there isless luning in convergent
FOV's compared to divergent FOV's, and, while luning is reduced by the
placement of dark contoursin both cases, the convergent FOV still induces
less luning. Klymenko et. a (1994a) found more fragmentation in
divergent than in convergent displays, and in displays with smaller as
opposed to larger binocular overlap regions. This increased luning and
fragmentation of divergent displays dso affects target visibility, where
Klymenko et al. (1994c) found that targetswerel essdetectabl ein divergent
than in convergent displays, and lessdetectablein both of these than in full
overlapdisplays. Thedifferencesintarget visibility, thought small in terms
of the contrast requiredto detect thetarget, were systematic and significart.

In view of these issues, it generally is reconmended that full overlap
be implemented wherever, unless the increased FOV provided by partial
overlap is essential (Kalawsky, 1993).

Monochrome vs. Color

All fielded HMDs in Army aviation are monochromatic (having no
variationin hue). ANVISand IHADSS are green onblack. Color HMDs
have not been fielded to date duemostly totheir high cost and weight; color
displays also require resolution and luminancetradeoffs. Also, the use of
color image sources increases the complexity of the relay optics design
since a polychromatic design must be used. However, these factors have
not decreased their desirability to the user. Thisdesirability liesinthefact
that color is a very conspicuous attribute of objects. Color can facilitate
three functions. Serve as the actual work abject, support cognitive
functions, andto assist in spatial orientation (Sperkelink and

Besuijen, 1996). Overall, color has the patential to reduce workload and
improve visual performance.
The “color” of monochrome CRT and 1> displays is defined primarily
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by the choice of phosphor. And, the choice of phosphor is defined
primarily by luminousefficiency. Approachestoachievingcolor LCDsare
numerousand increasingevery day. Oneapproachissimilar totheadditive
color method employedin modern CRT displays. In thisapproach, pixels
are composed of three or more color subpixels. By adtivating combinations
of these subpixels and controlling the transmission through each, a
relatively large color gamut can be achieved. The most promising near-
term LCD color technology is subtractive-color. AMEL displays can
providelimited or full color, achieved either by classic filtering techniques
of color-by-white or by patterned phosphors similar to those used in
conventional CRTSs.

A number of studies have expounded on the positive impact of color on
performance. In one of the more comprehensivestudies, DeMars (1975)
concluded that, for certain applications, accuracy, decision time, and
workload capability were enhanced with the use of clor. However,
Davidoff (1991) and Dudfield (1991) found that the actual significance of
color far outweighed its perceived importance. An investigation
(Spenkelink and Besuijen, 1996) of whether the use of color, and the
resulting avail able chromatic contrast, could hel p improve performancein
the presence of low luminance contrast concluded that only under special
conditions was there an additive effect, and, in general, chromatic contrast
cannot be substituted for luminance contrast. Rahin (1996) compared
Snellen and vernier acuity, contrast sensitivity, peripheral target detection,
and flicker detedtion for simuated green (x=0.331, y = 0.618) and orange
(x =0.531, y = 0.468) phosphors. For central visual tasks, no differences
were found. However, peripheral target detection was found to be
enhanced for the green phosphor.

Effortsto develop color HM Ds date back at |east to the 1970s (Post et
al., 1994) at which time Hughes Aircraft under the direction of theU.S. Air
Force Armstrong Laboratory, Wright-Patterson AFB, Ohio, produced a
monocular display around a miniature, 1-inch, P45 CRT which used a
rotating filter to providefield-sequential color. Sincethiseffort, anumber
of other attemptsbased on multipleimagesourcetechnol ogiesand methods
have been made with only limited success. However, the most promising
approach to providing full color in an HMD is based still on field-
sequential color, with its looming field breakup problem. Post, Monnier,
and Calhoun (1997) have recently looked at this problemand developed a
model for predicting whether this breakupwill be visible for agiven set of
viewing conditions.

It has been suggested that full color HMDs may not be necessary in
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some applications, and that, through the use of limited color displays, the
cost and complexity of color HM Dsmay be reduced while maintaining the
advantagesof color. Reinhart and Post (1996) conducted a study looking
at the meritsand human factors of two-primary color AMLCDs in helmet
sighting systems. One of their conclusions was that such a design could
prove beneficia in an aviation HMD goplication.

Besidescost, weight, and compl exity drawbacksto theimplementation
of color HMDs, additional isaues are present. The luminous efficiency of
the eye is afunction of wavelength and adaptation state. For example, at
photopic levels of illumination, the eye is most efficient a 555 nm,
requiring a other wavelengths more energy to perceive the same
brightness. Therefore, care must be taken in multiple color display designs
to ensure isoluminance (Laycock and Chorley, 1980). Also, it has been
found that larger si ze symbols are required to ensure that both detail and
color can be perceived when color is selected over black and white
(DeMars, 1975).

One final issue for this section is the chromatic aftereffeds reported
with 1% devices. Thisproblem first wasraisedintheearly 1970s (Glick and
Moser, 1974). This afterimage phenomenon was reported by U.S. Army
aviators using NVG far night flights. It was initially, and incorrectly,
called “brown eye syndrome.” The reported visual problem was that
aviatorsexperienced only brown and white cdor vision for afew minutes
followingNVGflight. Glick andMoser (1974) investigatedthisreport and
concluded that the aviator’s eyes were adapting to the monochromatic
green output of the NV Gs. When such adaptation occurs, two phenomena
may beexperienced. Thefirstisa“ positive” afterimage seen when looking
at adark background; thisafteri mage will be the same color asthe adapting
color. The second is a “negative” afterimage seen when a lighter
background is viewed. In this case, the afterimage will take on the
compliment color, which is brown for the NVG green. The final
conclusion wasthat this phenomenon wasanormal physiological response
and was not a concern. A later investigation (Moffitt, Rogers, and
Cicinelli, 1988) looked at the possble confounding which might occur
when aviators must view color cockpit displays intermittently during
prolonged NV G use. Their findings suggested degraded identification of
green and white colors on such displays, requiring increased luminance
levels.

References



Optical Performance 155

Alam, M. S., Zheng, S. H., Iftekharuddin, K. M., and Karim, M. A. 1992.
Study of field-of-view overlap for night vision applications.
Proceedings of the IEEE National Aerogpace and Electronics
Conference, NEACON, Vol. 3, pp. 1249-1255.

Bachman, W. G. 1988. Extended-wear soft and rigid contact lenses:
Operational evaluation among Arny aviators Fort Rucker, AL: U.S.
Army Aeromedical Research Laboratory. USAARL ReportNo. 88-17.

Baron, P. C. 1994. Display Systems. Proceedingsof SID, Val. II, pp. F-
5/1-69.

Barrette, R. E. 1992. Wide-field-of-viewfull-col or high-resol ution hel met-
mounted display. Proceedings of SID, Vol. XXIII, pp. 69-72.

Barten, P. G. J. 1993. Effects of quantization and pixel structure on the
image quality of color matrix displays. Journal of SID, Val. 1, No. 2,
pp. 147-153.

Barten, P. G. J. 1991. Resolution of liquid-crystal displays. Proceedings
of SID, Vol. XXII, pp. 772-775.

Beadey, J. H., Martin, J. S., Klymenko, V., Harding, T. H.,Verona, R. W.,
and Rash, C. E. 1995. A characterization of |ow luminancestatic and
dynamic modulation transfer function curves for P-1, P-43, and P-53
phosphors  Fort Rucker, AL: U.S. Army Aeromedical Research
Laboratory. USAARL Report No. 95-29.

Beaton, R. J. 1988. Linear systems metrics of image quality for flat-panel
displays. Image Processing, Analysis, Measurement, and Quality,
Proceedings of SPIE, Vol. 901, pp. 144-151.

Belt, R. A., Knowles, G. R., Lange, E. H., and Pilney, B. J. 1997.
Miniature flat panels in rotary- wing head mounted displays. Head-
Mounted Displays I, Proceedings of SPIE, Vol. 3058, pp. 125-136.

Bennett, C. T., and Hart, S. G. 1987. PNVS reated visual problems:
Pilot’ s reflections on visually coupled systems, 1976-1987. Working
paper. Moffett Field, CA: NASA-Ames Research Center.

Berry, J., Dyer, R., Park, R, Sellers, A., and Talton, M. 1984. PNVS
Handbook. Fort Rucker, AL: U.S. Army Training and Doctrine
Command.

Biberman, L. M., and Alluisi, E. A. 1992. Piloterrorsinvolving head-up
displays (HUDs), helmet-mounted displays (HMDs). Alexandria, VA:
Institute for Defense Analysis. IDA Paper P-2638.

Biberman, L. M., and Tsou, B. 1991. Image display technology and
problems with emphasis on airborne systems. Alexandria, VA:



156 Clarence E. Rash and William E. McLean

Institute for Defense Analysis. IDA Paper P-2448.

Bitzakidis, S. 1994. Improvements in the moving-image quality of
AMLCDs. Journal of SID, Vol. 2, No. 3, pp. 149-154.

Blackwell,H. R. 1946. Contrast thresholds of the human eye. Journal of
the Optical Society of America Vol. 36, p. 624-643.

Blackwell,O. M., and Blackwell,H. R. 1971. Visua performance datafor
156 normal observers of various ages. Journal of the Illuminating
Engineering Society (IES) of North America October, p. 3-13.

Caldwell, J. L., Cornum, R. L. S., Stephens, R. L., and Rash, C. E. 1991.
Visual processing: Implicationsfor helmet mounted displays. Helmet-
Mounted Displays I, Proceedings of SPIE, Vol. 1290, pp. 165-172.

Calves, J. P., and Brun, J. 1978. Colour and brightness requirements for
cockpit displays. Proposal to evaluate their charaderistics. Presented
at the 29" AGARD Avionics Mesting, Paris.

Campbell, F. W., and Green, D. G. 1965. Monocular versus binocular
visual acuity. Nature, Vol. 208, pp. 191-192.

Castellano, J. A. 1992. Handbook of display technology. San Diego:
Academic Press, Inc.

Charman, W. N. and Olin A. 1965. Tutoria: image quality criteria for
aerial camera systems. Photographic Science and Engineering, 9:385-
397.

Cohen, B. J. 1979. Helmet-mounted displays. A computer assisted
analysisof day-night visual requirements Wright Patterson Air Force
Base, OH: Aerospace Medical Research Laboratory. AMRL-TR-79-62

Coleman, H. S. 1947. Stray light in optical systems. Journa of the
Optical Society of America pp. 434-451.

Conticelli, M., and Fujiwara, S. 1964. Visuo-motor reaction time under
differential binocular adaptation. Atti Della Foundizone, Giorgio
Ronchi.

Cornsweet, T. N. 1970. Visual perception. New Y ork: Academic Press.

Cornum, R. L. S., Caldwell, J. L., and Ludwick, B. S. 1993. Factors
influencing success or failure in the AH-64 course. Aviation, Space ,
and Environmental Medicine Vol. 64, No. 12, pp.1120-1124.

Crook, M. N., Hanson, J. A., and Weisz, A. 1954. Leqibility of type asa
function of stroke width, letter width, and letter spacing under low
illumination. Dayton, Ohio: U.S. Air Force.  WADC Technical
Report 53-440.

Crookes, T. G. 1957. Televisionimages. Nature, V. 179, pp. 1014-1025.

Crowley, J. S. 1991. Human factors of night vision devices. Anecdotes
from the field concerning visual illusions and other effects Fort




Optical Performance 157

Rucker,AL: U.S. Army Aeromedical Research Laboratory. USAARL
Report No. 91-15.

Davidoff, J. 1991. Cognition through color. Cambridge, MA: The MIT
Press.

Defense Supply Agency. 1962. Military standardization handbook 141,
optical design. Washington, DC: Defense Supply Agency.

DeMars, S. A. 1975. Human factors considerations for the use of color in
display systems. Cape Kennedy, FL: NASA. NASA TR-1329.

Department of Defense. 1981. Military standard: Human engineering
design criteria for military systems, equipment, and facilities
Washington, DC: Department of Defense. MIL-STD-1472C.

Department of Defense. 1989. Military specification: Aviator’s Night
Vision Imaging System AN/AVS-6(V)1, AN/AVS-6(V)2.
Washington, DC: Department of Defense MIL-A-49425 (CR).

Department of the U.S. Navy. 1966. Optical man 382. Washington, DC:
U.SNavy. Navy Training Course NAV Pers 10205.

Dudfield, H. J. 1991. Colour head-up displays. help or hindrance?
Proceedings of the Human Factars Society 35" Annual Meeting.
Edgar, G. K., Carr, K. T., Williams, M.,and Clark, A. L. 1991. The effect
upon visual performance of varying binocular overlap. AGARD

Proceedings 517, pp. 8-1to 8-15.

Edwards, K. L., Buckle, J. w., Dotherty, M. J., Lee, L. J,, Pratty, A. C., and
White, J. F. 1997. An operationally-applicable objective method for
the analysis and evaluation of the flights of helicopter mission task
elements during field-of-view trials. Head-Mounted Displays I,
Proceedings of SPIE, Vol. 3058, pp. 235-251.

Farrell, R. J.,, and Booth, J. M. 1984. Design handbook for imagery
interpretation equipment. Segttle: Boeing Aerospace Company.

Feltz, J. C. 1990. Developmert of the modulation transfer function and
contrast transfer function for discrete systems, particularly charge-
coupled devices. Optical Engineering, VVol. 29, No. 8, pp. 893-904.

Fernie, A. 1995. Helmet-mounted display with dual resdution. SID
Digest of Application Pape's, Vol. XXVI, pp. 37-40.

Fischer, R. E. 1997. Fundamentals of HMD optics. Head mounted
displays: Designing for theuser. New Y ork: McGraw-Hill, pp. 83-116.

Genco, L. V. 1983. Optical interactionsof aircraft windscreensand HUDs
producing diplopia. Wright-Patterson, AFB: Air Force Aerospace
Medical Research Laboratory. AFAMRL-TR-83-095.

Gillingham, K. K., and Wolf, J. W. 1985. Spatial orientation in flight.
Fundamentds of aerospace medicine. Philadelphia: Leaand Fehbiger.




158 Clarence E. Rash and William E. McLean

Girolamo, H. J, Rash, C. E., and Gilroy, T. D. 1997. Advanced
informationdisplaysfor the21%-century warrior. Information Display,
Vol. 13, No. 3, pp. 10-17.

Glick, D. D., andMoser, C. E. 1974. Afterimages associated with using
the AN/PVS-5, night vision goggle. Fort Rucker, AL: U.S. Army
Aeromedical Research Laboratory. USAARL LR 75-1-7-1.

Godfrey, G. W. 1982. Principles of display illumination techniques for
aerospace vehicle crew stations. Aerospace LightinglInstitute: Tampa,
FL

Gold, T. 1971. Visual disparity tolerances for head-up displays. Electro-
Optical System Design Conference, Anaheim, CA.

Gold, T.,and Hyman, A. 1970. Visual requirementsfor head-up displays,
final report, Phase I. Washington, DC: Office of Naval Research.
JANAIR Report 680712.

Greene, D. A. 1988. Night vision pilotage system field-of-view
(FOV)/resolutiontradeoff study flight experiment report. Fort Belvior,
VA: U.S. Army Night Vision Laboratory. NV 1-26.

Hale, S., and Piccione, D. 1990. Pilot performance assessment of the AH-
64 helmet display unit. Aberdeen Proving Ground, M D: U.S. Army
Human Engineering Laboratory. Technical Note 1-90.

Harding, T. H., Beasley, H. H., Martin, J. S., and Rash, C. E. 1998.
Optica and biodynamic eval uation of the Hel met Integrated Display
Sight System (HIDSS) for the RAH-66 Comanche development and
validation program phase Fort Rucker, AL: U.S. Army Aeromedical
Research Laboratory. In preparation.

Harding, T. H., Martin, J. S., Beasey, H. H., and Rash, C. E. 1996.
Figures of merit and performance specificationsfor the IHADSS and
ANVIS. Fort Rucker, AL: U.S. Arnmy Aeromedical Research
Laboratory. USAARL Report No. 96-13.

Hart, S. G., and Brickner, M. S. 1989. Helmet-mounted pilot night vision
systems. Human factors issues. Spatial Displays and Spatia
Instruments. Moffett Field, CA: NASA

Harvey, L. O. 1970. Survey of visua research literature on military
problems during World War 11. Arlington, VA: Institute for Defense
Analysis.

Haworth, L. A., Szoboszlay, Z. P., Kasper, E. F.,DeMaio, J., and Halmos,
Z. L. 1996. Inflight simulation of visionic field-of-view restrictions



Optical Performance 159

on rotorcraft pilat’s workload, performance and visual cuing. 52™
Annual Forum of the American Helicopter Saciety, Washington, DC.

Hershberger, M. L., and Guerin, D. F. 1975. Binocular rivalry in hel met-
mounted display applications. Dayton, OH: Armdrong Aerospace
Medical Research Laboratory. AMRL-TR-75-48.

Home, R. 1984. Binocular summation: A study of contrast sensitivity,
visual acuity, andrecognition. Vision Research, Vol. 18, pp. 579-585.

Human Factors Society, Inc. 1988. American National Standard for
Human Factors Engineeringof Visual Display Terminal Workstations.
ANSI/HFS100-1988. SantaMonica, CA: Human Factors Soci ety, Inc.

[lluminating Engineering Society (IES) of North America. 1984. |ES
Lighting Handbook. New Y ork: Illuminging Engineering Socigy of
North America.

Imbeau, D., Wierwhille, W. W., Wolf, L. D., and Chun, G. A. 1989.
Effects of instrument panel luminance and chromaticity on reading
performanceand preferencein simulated driving Human Factors, Vol.
31, No. 2, pp. 161-166.

Infante, C. 1993. On the moduation transfer function of matrix displays.
Journal of SID, Vol. 26, pp. 449-450.

International Organization for Standardization (ISO). 1987. Ergonomics
of office VDUs. Visua requirements. Geneva: International
Organization for Standardization. Draft DP 9241, Part 3.

Jacobs, D. H. 1943. Fundamentals of optical engineering New Y ork:
McGraw-Hill. Pp. 211-213.

Kaiser, P. K., Herzberg, P. A, and Boynton, R. M. 1971. Chromatic
border distinctnessand itsrel ationto saturation. Vision Research, Vol.
11, pp. 953.

Kalawsky, R.S. 1993. The science of virtual reality and virtual
environments. Wokingham, England: Addison-Welsey.

Karim, M. A. 1992. Electro-opti cal displays. New Y ork: Marcel Dekker.

Kasper, E. F., Haworth, L. A., Szoboszlay, Z. P., King, R. D., and HAmos,
Z.L. 1997. Effectsof in-flight field of view restriction on rotorcraft
pilot head movement. Head-Mounted Displays 1l, Proceedings of
SPIE, Vol. 3058, pp. 34-45.

Kaufman, L. 1963. On the spread of suppression and binocular rivalry.
Vision Research, Val. 3, pp. 401-415.

Kenyon,R.V.,andKneller, E. W. 1992. Humanperformance and field of
view. Proceedingsof SID, Vol. XXIIl, pp. 220-293.

Kingslake, R. 1983. Optical system design. New Y ork: Academic Press.
p.9, 178.




160 Clarence E. Rash and William E. McLean

Klymenko, V., Hardng, T.H., Martin, J. S., Beasley, H. H., and Rash, C.
E. 1997. Image quality figuresof merit for contrast in CRT and flat
panel displays. Fort Rucker, AL: U.S. Army Aeromedical Research
Laboratory. USAARL Report No. 97-17.

Klymenko, V., Verona, R. W., Beasley, H. H., Martin, J. S., and McLean,
W. E. 1994a. Factors affecting the visual fragmentation of the field-
of-view in partia bi nocular overl ap displays. Fort Rucker, AL: U.S.
Army Aeromedical ResearchLaboratory. USAARL Repart No. 94-29.

Klymenko, V., Verona, R. W., Beasley, H. H., Martin, J. S., and McLean,
W. E. 1994b. Visual perception in the field-of-view of partia
binocular overlap helmet-mounted displays. Fort Rucker, AL: U.S.
Army Aeromedical ResearchLaboratory. USAARL Repart No. 94-40.

Klymenko, V., Verona, R. W., Martin, J. S., Beadley, H. H., and McLean,
W. E. 1994c. The effects of binocular overlap mode on contrast
threshol dsacrossthefield-of -viewasafunction of spatial and tempora
frequency. Fort Rucker, AL: U.S. Army Aeromedical Research
Laboratory. USAARL Report No. 94-49.

Klymenko, V., Verona, R. W., Martin, J. S,, Beadey, H. H., and McLean,
W. E. 1994d. Factors affecting the perception of luningin monocul ar
regions of partial binocular overlap di splays. Fort Rucker, AL: U.S.
Army Aeromedical Research Laboratory. USAARL ReportNo. 94-47.

Kotulak, J. C. 1992. In-flight fiel d-of-view with ANVIS. Fort Rucker,
AL: U.S. Army Aeromedical Research Laboratory. USAARL Report
No. 93-8.

Kruk, R., and Longridge, T. M. 1984. Binocular overlap inafiber optic
helmet-mounted display. Proceedings of Image 3, Vol. 363, pp. 363-
377.

Landau, F. 1990. The effect of visual recognition performance of
misregistration and overlap for a binocular helmet mounted display.
Helmet-Mounted Displays |1, Proceedingsof SPIE, Vol. 1290, pp. 173-
184.

Lattimore, M. R. 1990. Military aviation: A contact lensreview. Aviation
Space , and Environmental Medicine, Vol. 59, No. 2, pp.125-128.
Lattimore, M. R., and Cornum, R. L. 1992. The use of extended wear
contact lenses in the aviation environment. Fort Rucker, AL: U.S.
Army Aeromedical Research Laboratory. USAARL Repart No. 92-35.

Laycock, J., and Chorley, R. A. 1980. The electro-optical display/visual
system interface: Human factors considerations. Advancements on




Optical Performance 161

Visualization Techniques, AGARD, pp. 3/1- 315.

Leroux, T. 1989. Regonsetime of active-matrix LCDs. Proceedings 9"
International Display Research Conference, pp. 416-419.

Lippert, T. M. 1986. Color-diffe rence predictions of legibility
performancefor CRT raster imagery. Society of Information Display
Digest, pp. 86-89.

Lippert, T. M. 1990. Fundamental monocular/binocular HMD human
factors. Helmet-Mounted Di splaysl|, Proceedingsof SPIE, Vol. 1290,
pp. 185-191.

Lohmann, R. A. and Weisz, A. Z. 1989. Helmet-Mounted Digplays for
helicopter pilotage: design configurationstradedfs, analysis, and test.
Helmet-Mounted Displays, Proceedings of SPIE, Vol. 1116, pp. 27-32.

Lovasik, J. V., Matthews, M. L., and Kergoat, H. 1989. Neural, optical,
and search performance inprolonged viewing of chromatic displays.
Human Factas, Vol. 31, No. 3, pp. 273-289.

Markey, W.P. 1988. Preliminary findngs- Night vision goggedistortion
measurements and specifications. Fort Belvior, VA: Center for Night
Vision and Electro-Optics. Memorandum for record.

Masterman, H., Johnson, C., Silvergein, M. F. 1990. How to Select aCRT
Monitor. Medfield, MA: Beta Review, Inc.

McLean, W. E. 1995. Video method of measuring field-of-view of
electro-opticd devices versus eye clearance Fort Rucker, AL: U.S.
Army Aeromedical Research Laboratory. USAARL ReportNo. 95-30.

McLean, W. E. 1990. Eye dominance tests and PNVS training.
Unpublished data.

McLean, W. E., and Rash, C. E. 1984. The effect of modified spectacles
onthefield of view of the helmet display unit of the Integrated Helmet
and Display Sighting System  Fort Rucker, AL: U.S. Army
Aeromedical Research Laboratory. USAARL Report No. 84-12.

McLean, W. E., and Smith, S. 1987. Developing a wide field of view
HMD for simulators. Display System Optics, Proceedings of SPIE,
Vol. 778, pp. 79-82.

Melzer, J. E., and Moffitt, K. 1997. Head mounted displays: Designingfor
theuser. New York: McGraw-Hill.

Melzer, J. E., and Moffitt, K. 1989. Partial binocuar-overlg in helmet-
mounted displays. Display System Optics I, Proceedings of SPIE,
Vol.1117, pp. 56-62.

Moffitt, K., Rogers, S. P., and Gicinglli, J. 1988. Chromatic aftereffects
associated with anight vision goggle simulation. Aviation, Space, and




162 Clarence E. Rash and William E. McLean

Environmental Medicine, Vol. 59, No. 2, pp.125-128.

National Research Council. 1997. Tactical display for soldiers: Human
factors considerations. Washington, DC: National Acadeny Press.

Nelson, SA. 1994. CVC HMD - next generation high-resolution head-
mounted display. Helmet- and Head-Mounted Displays and
Symbology Design Requirements, Proceedingsof SPIE, Vol. 2218, pp.
7-16.

Nelson, S. A. May 1996. Persona communication concerning temporal
issues of displays. Honeywell, Inc.

Nelson, S. A., and Cox, J. A. 1992 Quantitative helmet mounted display
system image quality model. Hemet-Mounted Displays Il
Proceedings of SPIE, Vol. 1695, pp. 128-137.

Osgood, R. K., and Wells, M. J. 1991. The effects of field-of-view dzeon
performance of a simulated air-to-ground night attack. Helmet
mounted displays and night vision gogales AGARD, Pensacola, FL.

Pastoor, S. 1990. Legibility and subjective preference for color
combinationsin text. Human Factass, Vol. 32, No. 2, pp. 157-171.

Peterson, W. D., King, B. C., and Hilgendorf, R. L. 1977. Single seat
attack-night simulation study phase 1: Target detection/classification.
Wright-Patterson AFB, OH: Air ForceAeronautical SystemsDivision
Report ASD-TR-77-30.

Post, D. L. 1983. Color contrast metrics for complex images. Doctoral
dissertation, Virginia Polytechnic Institute and State University,
Blacksburg, VA.

Post, D. L., Monnier, P., and Calhoun, C. S 1997. Predcting color
breakup on field-sequential displays. Head-Mounted Displays Il,
Proceedings of SPIE, Vol. 3058, pp. 57-65.

Post, D. L., Sarma, K. R., Trimmier, J. r., Heinze, W. C., Rogers, J. C.,
Ellis,R. K., Larson, B. D., and Franklin, H. 1994. A new color display
for head-mounted use. Journal of SID, Vol. 2, No. 4, pp. 155-163.

Rabin, J. 1996. Comparison between green and orange visual displays.
Journal of SID, Val. 4, No, 2, pp. 107-110.

Rabin, J. 1995. Two eyes are better than one: Binocula enhancement in
the contrast domain. Ophthalmic and Physiological Optics, Val., pp.
45-48.

Rabin, J., and Wiley, R. W. 1995. Comparison between helmet-mounted
CRTsand LCDs. Journal of SID, Val. 3, No, 3, pp. 97-100.

Rash, C. E., and Becher, J. 1983. Peliminary model of dynamic
information transfer in cathode-ray-tubedisplays. Proceedingsof IEEE
Southeastcon, pp. 166-168.




Optical Performance 163

Rash, C. E., and Becher, J. 1982. Anaysis of image smear in CRT
displays due to scan rate and phosphor persistence. Fort Rucker, AL:
U.S. Army Aeromedical Research Laboratory. USAARL Report No.
83-5.

Rash, C. E., and Martin, J. S. 1987a. A limited user evaluation of the
Integrated Helmet and Display SightingSystem. Fort Rucker, AL: U.S.
Army Aeromedical Research Laboratory. USAARL ReportNo. 87-10.

Rash, C. E., and Martin, J. S. 1987b. Effects of the M-43 chemica
protective mask on the field-of view of the Integrated Hdmet and
Display Sighting System. Fort Rucker, AL: U.S. Army Aeromedical
Research Laboratory. USAARL LR 87-10-2-5.

Rash, C. E., and McLean, W. E. 1983. Visua and optical evaluations of
the XM-40 protectivemask. Fort Rucker, AL:U.S. Army Aeromedical
Research Laboratory. USAARL
LR-83-9-26.

Rash, C. E., McLean, W. E., and Monroe, D. R. 1981. Effects of reduced
combiner transmittancein the I ntegrated Helmet and Display Sighting
System.  Fort Rucker, AL: U.S. Army Aeromedica Research
Laboratory. USAARL LR-81-1-2-1.

Rash, C. E., Monroe, D. R., and Verona, R. W. 1981. Computer model for
the evaluation of symbology contrast in the Integrated Helmet and
Display Sighting System. Fort Rucker, AL: U.S. Army Aeromedical
Research Laboratory. USAARL Report No. 81-6.

Rash, C. E., Mozo, B. T., McLean, W. E., McEntire, B. J., Haley, J. L.,
Licina, J. R., and Richardson, L. W. 1996. Assessment methodoloqy
for integrated helmet and di splay
systems in rotary-wing aircraft Fort Rucker, AL: U.S. Army
Aeromedical Research Laboratory. USAARL Report No. 96-1.

Rash, C. E., Verona, R W., andCrowley, J. S. 1990. Human factors and
safety considerations of night vision systems flight using thermal
imaging systems. Helmet-Mounted Di splays |1, Proceedings of SPIE,
Vol. 1290, pp. 142-164.

Reinhart, W. F., and Post, D. L. 1996. Human factors of two-primary
color AMLCDs. Head-mounted Displays, Proceedings of SPIE, Vol.
2735, pp. 105-114.

Robinson, R. M., and Wetzel, P. A. 1989. Eye tracker development n the
fiber optic helma mounted display. Helmet-Mounted Displays,
Proceedings of SPIE, Vol. 1116, pp. 102-108.

Sandor, P. B., and Leger, A. 1991. Tracking with a restricted field of




164 Clarence E. Rash and William E. McLean

view: Performanceand eye-head coordinati on aspects. Aviation, Space
. and Environmental Medicine Vol. 66, No. 6, pp.1026-1031.

Seeman, J., De Maio, J., Justice, S., Wasson, J., Derenski, P., Hunter, M.,
and Walrath, L. 1992. Advanced helicopter pilotage visual
requirements. Proceedings of the American Helicopter Society, Vol.
48, pp. 233-252.

Self, H. C. 1986. Optical tolerances for alignment and imagedifferences
for binocular helmet-mounted displays. Dayton, OH: Armstrong
Aerospace Medical Research Laboratory. AAMRL-TR-86-019.

Shontz, W. D., and Trumm, G. A. 1969. Perceptual processes and current
helmet-mounted display concepts. Minneapolis, Minnesota:
Honeywell Inc. Technical Note TN-1.

Shurtleff, D. A., and Wuersch, W. F. 1979. Legibility criteriain design
and selection of data displays for group viewing. Proceedings of the
Human Factors Society 23 ™ Annual Meeting. Santa Monica, CA:
Human Factors Society, Inc., pp. 411-414.

Silverstein, M. F. 1989. How to Select a Flat Panel Display. Medfield,
MA: Beta Review, Inc.

Snyder, H. L. 1980. Human visua performance and flat panel display
image quality. Arlington, VA: Office of Naval Research. HFL-80-
1/ONR-80-1.

Snyder, H. L. 1985. Image quality: Measures and visual performance.
Flat-Panel displaysand CRTs. New Y ork: Van Nostrand Reinhold, pp.
70-90.

Spenkelink, G. P. J., and Besuijen, J. 1996. Chromaticity contrast,
luminance contrast, and legibility of text. Journal of SID, Vol. 4, No.
3, pp. 135-144.

Tannas, L. T., ed. 1985. Flat-Panel displays and CRTs. New York: Van
Nostrand Reinhold.

Task, H. L. 1997. HMD image source, optics, and the visual interface.
Head mounted displays. Designingfor the user. New Y ork: McGraw-
Hill. p. 55-82.

Task, L. T. 1979. An evaluation and comparison of several measures of
image quality for television displays. Wright-Patterson AFB, OH:
Aerospace Medical Research Laboratory. AMRL-TR-79-7.

Task, L. T.,Hartman, R. T., and Zobel, A. R.1993. New methodsfor night
vision goggle test and evaluation Wright-Patterson AFB, OH:
Armstrong Laboratory. AL/CF-TR-1993-0177.

Task, H. L., and Kocian, D. F. 1995. Design and integration issues of




Optical Performance 165

visually-coupled systems (VCS). Wright-Patterson AFB, OH:
Armstrong Laboratory. AL/CF-SR-1995-0004.

Task, H. L., Kocian, D. F., and Brindle, J. H. 1980. Helmet mounted
displays. Design considerations, Advancement on Visualization
Techniques, AGARD, No. 255.

Travis, D. S, Bowles, S., Seton, J., and Peppe, R. 1992. Reading from
color displays: A psychophysical model. Human Factars, Vol. 32, No.
2, pp. 147-156.

Tsou, B. H. 1993. System design considerations for a visually coupled
system. Emerging Systems and Technologies, Vol. 8 of The Infrared
and Electro-Optics Systems Handbook, pp. 515-540.

Venturino, M., and Wells, M. J. 1990. Head movements as afunction of
field-of-view size on a helmet-mounted display. Proceedings of the
Human Factors Society 34" Annual Meeting. Santa Monica, CA:
Human Factors Society, Inc., pp. 1572-1576.

Verona, R. W. 1992. Comparison of CRT display measurement
techniques. Helmet Mounted Di splays 111, Proceedings of SPIE, Val.
1695, pp. 117-127.

Verona, R. W., Beasley, H. H,, Martin, J. S., Klymenko, V., and Rash, C.
E. 1994. Dynamic sinewave response measurements of CRT displays
using sinusoidal counterphase modul ation. Hel met- and Head-M ounted
Displays and Symbology Design Requirements, Proceedings of SPIE,
Vol. 2218, pp. 105-118.

Weélls, M. H., and Haas, M. 1992. The human factors of hel met-mounted
displays and sights. Electro-optical displays, M. Karim, Ed. New
York: Marcel Dekker. p. 743-785.

Wells, M. J., and Venturino, M. 1989. Head movements as afunction of
field-of-view size on a helmet-mounted display. Proceedings of the
Human Factors Society 33 ™ Annual Meeting. Santa Monica, CA:
Human Factors Society, Inc., pp. 91-95.

Westerink, J. H. D. M. and Roufs, J. A. J. 1989. Subjectiveimage quality
as afunction of viewing distance, resolution, and picture size.

SMPT J, 98:113-119.

Widdel, H., and Post, D. L. 1992. Color in €ectronic displays. New
Y ork: Plenum Press.

Zuckerman, J. 1954. Perimetry. Philadelphia: Loppincott

Appendix (Klymenko et al., 1997)

Sample calcul ations for contrast figur es of meritin an HMD design
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For the HMD scenario depicted in Figure 1.11, assume a CRT (and
optics) luminance of 800 fL and an ambient scene luminance of 3,000 fL.
The 3000 fL passes through the aircraft canopy (Tc.n.p,= 0.7), the visor
(Tyiso=0.18 0r 0.85), the spherical combiner (Tg,ecom= 0.7), and the plano
combiner (Tp0rcon= 0.6). Therefore, the luminance reaching the eye from
the outside ambient scene (L pienteye) 1S

LAmbien-Eye = (3000 fL)(TCanopy) (TVisor) (TSpherCom) (TPIanorCOm)

= (3000 fL)(0.7)(0.18)(0.7)(0.6)
=159 fL for the shaded visor, and

= (3000 fL)(0.7)(0.85)(0.7)(0.6)
=750 fL for the clear visor.

The 800 fL CRT luminance reflectsoff the plano (Rpzocom= 0-4) and
spherical (R,jaocom= 0.7) combiners and passes back through the plano
combiner (Tomorcom= 0-6) to the eye. Therefore the luminance from the
CRT reachingthe eye (Lcgrrg,e) 1S

(LCRT-Eye) = (800 fL)(RPI anoCom)(RplanOCom) (TPIanorCOm)
= (800 fL)(0.4)(0.7)(0.6)

=134 fL.

Since the luminance reaching the eye is a summation of light
originating from both the ambient scene and the CRT, then for the purpose
of the calculations, thetarget luminanceisthe sum of 750fL and 134 fL for
atotal of 884 fL when using the clear visor, and the sum of 159 fL and 134
fL for atotal of 293 fL when using the shaded visor. For the clear visor,
the backgroundluminanceis 750 fL. For theshaded visor, the background
luminanceis 159 fL.

Michelson contrast

Michelson contrast is defi ned as follows
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Cn = Ly -Liin) /(L. t L) (Modulation contrast) Equation 5.3a

= | (Le-L)I/ (L + L) | Equation 5.3b

For the values above,

Co = (L-L)I/(L+Ly) |
= (884 - 750) / (884 + 750)
=134/1634
=0.08 for the clear visor,

and
= (293 - 159) / (293 + 159)
=134/ 452
= 0.3 for the shaded visor.
Contrast ratio

Contrast ratio is defined as follows
C =L/L, forL,>L, (Contrastratio) Equation 5.2a

= Lo / Livin Equation 5.2c

For the values above,
C = 884/750

=1.17 for the clear visor, and

=293/159

= 1.84 for theshaded visor.

r

Shades of grey

Number of shades of greyis defined as follows:
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Number of SOG = (log (C)/log (-2):+1 Equation 5.9

For the values above,

SOG = log(1.17)/0.15 +1

= 045+1

= 1.45for the clear visor, and
SOG (log (1.84)/0.15,+ 1

01.76+1
2.76 for theshaded visor.
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William E. McLean
Clarence E. Rash

Introduction

The discussions of physical FOM s above did not attempt to relate the
measured valuesto the visual performance of the user. However, in some
cases, it was appropriate to providelimited comments on theimpact of the
FOMs on user visua performance. In the following sections, system
performanceasafunction of user visual performanceisexploredin greater
depth. The eye has its own transfer function which must be considered
whenthedisplay imageisviewed. Previously, the FOMsfordisplayswere
categorized into four domains: Spatial, spectral, luminance, and temporal
(Table 5.2). These image domeains paralel analogous human visua
performance domains. The spatial domain includes those display
parametersassociated with angul ar view (subtense) of theuser and coincide
with user’'s visud acuity and gatial sensitivity. The spectral domain
consistsof those parameters associated with the user’ svisual sensitivity to
color (wavelength). The luminance domain encompasses those display
parametersidentified with theoverall sensitivity of the user toillumination
levels. Thetemporal domainaddresses display parametersassociatedwith
the observer’s sensitivity to changng levels of light intensity.

The human eye has an extraordinary visual capability. It can perceive
light within the spectral region of 0.38 pm (violet) to 0.78 pm (red). It
consists of a central region, containing cone detectors, which provides
detail and color perception (decreadng with decreasing cone density away
from the center, fovea); and a peripheral region, containing rod detectors,
which provides black and white perception and motion detection. The
maximum sensitivity of the cones isabout 555 nmand is 507 nm for the

169
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rods. The eye has 10 decades of dynamic sensitivity, which usually are
divided into threeranges. Phatopic (day), mesopic (twilight), and scotopic
(night) (Bohm and Schranner, 1990). Adaptation tothesevarying levelsis
achieved through the changing pupil diameter from 2.5 to 8.3 mm. The
temporal integration time of the eye is about 200 msec. Its resolution
capability (for sine waves) is better than 1.72 cy/nr. However, these
characteristics vary with age and viewing conditions.

Visual A cuity

Visual acuity isameasure of the ability to resolve fine detail. Snellen
visual acuity commonly isused and is expressed as a comparison of the
distance at which a given set of lettersis correctly read to the distance at
which the letterswould be read by someonewith clinically normal vision.
A value of 20/80 indicates an individual reads letters at 20 feet that
normally can be read at 80 feet. Normal visua acuity is 20/20. Visud
acuity, asmeasured through imag ng systems, isasubj ectivemeasure of the
user’ svisual performance using thesesystems. Theacquisitionisaprimary
performance task. For this task, a reduced acuity value implies the user
would achieve acquisition at closer distances. The accepted high contrast
acuity value for 2 and 3* 1? systems are 20/60 and 20/40, respectively
(Rash, Verona, and Crowley, 1990). However, providing an acuity value
for thermal (FLIR) systemsisdifficult sincethe parameter of target angular
subtense is confounded by the emission characteristics of the target.
However, for comparison purposes, Snellenvisual acuity with the AH-64
PNV S/IHADSS is cited asbeing 20/60 (Greene, 1988).

It is well known that visual acuity with 1> decreases with decreasing
night sky illumination (Kotulak and Rash, 1992; Wiley, 1989;
Vollmerhausen, Nash, and Gillespie, 1988). Rahin (1996) explored the
source of this decrease and determined the limiting factor tobethe contrast
attenuation in the I devices.

Contrast Sensitivity

The human visua system’s ability to discern information from a
displayed image is limited by its capacity to perceive differences in
[uminance within the image. These luminance contrasts demarcate the
availablepatterninformation of theimage. Discounting color and temporal
differences,imageinformationisconveyed primarily by paterned contrad.
Thus the information that can be conveyed by a display to a human
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observer isfundamentally limited by the human ability toperceive contrast.
Different magnitudes of contrast arerequired toperceive different images.
For example, the image of alarge sharpy demarcated object may require
less contrast than the image of asmall blurry object. If the contrast in an
imageistoo low, i.e., below the visual thresholdfor detecting contrast, the
displayed information will not be perceived. To make appropriate use of
the figures of merit describingimage qudity interms of contrast, one must
characteri ze the human limitationsin detecting contrast. The ultimate goal
is to ensure an gopropriate match between the contrast in the image
conveying the displayed information and the human perceiver’s ahility to
use that contrast.

The smallest magnitude of contrast that can be detected is a jnd
between two luminances. A “jnd” is a threshold value that is typically
defined as some percentage of thetimethat astimulusiscorrectly detected,
often arbitrarily set at 75%. In other words, a jnd of contrast is the
threshold magnitude of the luminance difference between two areasthat is
required to just detect that difference. In orderto understand the relevance
of the luminances of adisplay in termsof human perception, the dynamic
range of a display, the difference between the maximum and minimum
luminances, can be defined, or scaled, interms of thenumber of jndswithin
that range. The number of jnds from minimum to maximum luminance
givesusthe luminance range in human threshold units (Schuchard, 1990).

The threshold contrast detection characteristics of the human visual
system have been quantified in a number of different experiments (IES,
1984). Examples dof dataare shown in Figures 6.1-6.3. A typical plotof a
probability function for detecting a small round test target, for different
luminancesof thetarget, against aconstant uniformluminance background
isgiven in Figure 6.1 as afunction of the contrast between the target and
the background. The plot showsthat the probability of “seeing” the target
increases from zero until the contrast between target and background
reaches 1.0, where the target can be detected 100% of thetime. [Thisis
a typical threshold curve with an ogivd (monotonically increasing s
shaped) region between perfect visual performance and chance
performance, where the threshold point isdefined as one of the values on
the curve, usually the 75% correct point for ayes/no detection paradigm]
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Figure 6.1. Probability of detecting a small round
target luminance against an uniform
background luminance (IES, 1984).

The contrast threshold value is affected by many factors, including, for
example, target size, background luminance, and viewing duration as
shown in Figures 6.2 and 6.3. Threshold contrast decreases with
increasing size and with increasing background luminance as shown in
Figure 6.2, where target size is held constant.

An efficient way of characterizing the contrast threshold responses of
thehuman visual systemisthe contrast sensitivity function shown in Figure
6.4, where “contrast” refers to modulation contrast. This plots contrast
thresholdvaluesasafunction of target spatial frequency. Spatial frequency
refersto the number of a periodic pattern’s repetitions, or cycles, withina
unit length. [This unit length is typically expressed as a degree of visual
angle when the perceiver is emphasized or as a display width when the
image is emphasized.] Contrast sensitivity (on the vertical axis) is the
reciprocal of the contrag threshold. The curve indicates that the human
visual system is maximally sensitive, i.e., requires the least contrast to
detect the pattern’s presence, for patterns with a spatial frequency
somewherebetween 2 and 5 cycles per degree of visual ange. Sensitivity
drops off for lower and for higher spatial frequency targets. Sine wave
targets smaller or larger than the optimum size need more contrast to be
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Figure 6.3. Therelationship beweenthreshold contrast
and background luminance for various
viewing times (IES, 1934).
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Figure 6.4. The human contrast sensitivity function.

Sine wave gratings are typically used as the stimulus in generating
human contrast sensitivity functions because the mathematical tools
available (Fourier analysis and linear systems theory) alow one to
generaize theresultstoawiderange of imaging conditions. [It also allows
one conceptualy to integrate the human perceiver component into a
description of the total imaging context.] The human contrast sendtivity
curve essentially describes the ability of the human visual system to
perceive luminancedifferencesfor different gr adientsof | uminance change
across an image in one orientation. For example contrast detection
threshold is dependent on whether the stimulusis athin, sharp edge, i.e., a
high spatial frequency stimulus with a sharp gradent in luminance, or a
blurry edge, i.e.,alow spatial frequency stimulus with a slow gradient, or
an intermediate edge, to which the visual systemis maximally sensitive.
As previously discussed, the analogous function for display devicesisthe
MTF, acontrast based figure of merit describi ng image quality in terms of
a display’s efficiency in converting voltage (scene contrast data) into
displayed image contrast for different spatial frequencies. The human
contrast sensitivity curve can likewisebe considered asthevisual system’s
efficiency curve in transmitting a physical stimulus contrast into a
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perception. Image display scientists have theorized and researched the
question of how to mathemati cally combine the human and the display’ s
contrast transmissionefficiency curvesinorder to predict the suitability of
adisplay’s cgoacity to present contrast in terms of the human’s ability to
perceive it (Snyder, 1980). Theseinclude the MTFA and SQRI discussed
previoudly.

Depth Perception and Stereopsis

Depth perception is the ability to estimate absol ute distances between
an object and the observer or the relative distances between two objects
(i.e., which is closer). The cues for depth perception may be monocular
and/or binocular. Stereopss is only a binocular perception and is the
results of the two retinae viewing slightly diff erent images of the same
object. Thedifferencesin theimages occur dueto the different location of
the right and left eyes or the separation between the eyes.

Monocular cues for depth perception include geometric perspective,
retinal image size, overlapping contours, shading or shadows, aerial
perspective, motion parallax, etc. For Army aviation, motion pardlax is
considered the most important cue for depthperception (TC1-204). Closer
objects appear to move more rgpidly than distant objects with increasing
displacements from the aircraft line of flight. Ancather form of motion
pardlax is referred to as optical flow or streaming.

Stereopsisis a binocular depth perception cue, requiring two slightly
laterally displaced inputs for the eyes and sensors. Thresholds for
stereopsis have been reported from 1.6 to 24 arcseconds, which is the
difference in the eye convergence anges between two objects. For
aviators, the passing value for stereopsis with the Armed Forces Vision
Tester (AFVT) is 24 arcseconds (group D).

Depth perception and stereopsi swith I? devices have beeninvestigated
in several studies. Investigators have used laboratory and field settings
with various targets consisting of poles, panels, LEDs, and circles. The
primary instruments and principles used were (1) a modified Howard-
Dolman apparatus where two objects were aligned by the observer or one
object was reported in front of another object with the objects postioned
by theinvestigatar and (2) the AFVT which collimates rows of fivecircles
with one of the five circles positioned in front of the ather four circlesin
arow. The AFVT stereo test begins with 83 arcseconds of disparity,
decreasing to 19 arcseconds.

Wiley et al. (1976) evaluated depth perception and stereopsis for the
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unaided eye and with thefirst fielded NVGs (AN/PV S-5) in both field and
laboratory procedures using a modified Howard-Dolman apparatus in the
laboratory at 20 feet and the same principle in the field with viewing
distancesfrom 200to 2000 feet. Thelaboratory Howard-Dolman apparatus
consists of two poles where the observer or the experimenter moves one
poleto alignin depth with afixed pole, or the observer reports whether one
poleisin front of the other with decreasing separation distances. For the
field study, the targets were panels (3:1, haght to width) and varied in
height from 1.75 feet at 200 feet and 175 feet at 2000 feet to keep the
target size in angular degrees constant. In the laboratory, the unaided
photopic binocular threshold for stereo vision was 5 arcseconds and the
NV G binocular threshold was approximately 18 arcseconds or similar to
monocular unaided vision. Therefore, theconclusion that depth perception
was degraded with NV Gsimplied that therewaslittle or no gereopsiswith
NVGs. It is interesting to note that in the field study, the unaided
monocul ar threshold wasequal toor better than binocular depth perception
at any of the tested distances from 200 to 2000 feet, and the NV G stereo
threshold, although worse than the unaided threshdds in the field, was
better than the unaided stereo threshold obtained in the laboratory.

In another study, Wilkinson and Bradley (1990) found that stereo
vision with NVGs was fairly constant over illumination levels at
approximatdy 20 arcseconds Foyle and Kaiser (1991) evaluated depth
perception estimations from 20 to 200 feet with four helicopter pilots for
day unaided, night unaided, AN/PVS-5, ANVIS, and PNV S. Plotsof this
data suggest greater variability between subjects than between viewing
conditions.

Most of the depth percepti on studi es with night imagi ng systems have
used the Howard-Dolman principle of reporting one of two targets closer
or the observer adjusting onetarget to equal the distance of afixed targe.
The thresholds have been reported as standard deviations, averageerror,
and/or constant errors. Larson (1985), using 34 subjects, found no
correlations among the different scoring methods for the Howard-Dolman
device, and concluded that it did not measure stereo acuity thresholds.

For flight physicals, the AFVT is used to determine if a pilot has at
least a certain level of stereopsis. In comparing different soft bifocal
contact lenses, Morse and Reese (1997) measured stereopsi swith ANV IS
and the AFVT. Light attenuating filters were placed over the ANVISto
simulate approximately 1/4 moon illumination. Stereo acuity was less
through ANV IS compared to unaided stereo visionfor agiven contact lens
or with spectaclesat photopiclight level s, but wasdefinitely present except
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with monovision contact lenses for the low add group.

Sheehy and Wilkinson (1989) reported two cases where the pilas
experienced atemporary loss of stereopsis after the use of NVGs. To test
this possibility, the investigators used 12 subjects and measured stereo
acuity with a Howard-Dolman apparatus with green LEDs and lateral
phoriaswith the AFVT before and after NV G trainingflights. They found
no significant dfference in stereo acuity, but a dight shift towards
exophoriaafter NV G use. The authorsconcluded that misadjustment of the
IPD with a change in convergence demand was the probable cause for the
temporary affects on stereo acuity.

The Integrated Night Vision Imaging System (INVIS) program
attempted to design a night vision 1> system with lower weight and
improved center of massfor fixed-wingaircraft. The objective lenses and
intensifier tubes were placed on the side of the helme with a separation
approximatdy 4 timeswider than the average separation between the eyes.
This wider than normal sensor separation induced a phenomenon called
"hyperstereopsis,” which is characterized by intermediate and near objects
appearing distorted and closer than normal. The ground would appear to
slope upwards towards the observer and appear closer beneath the aircraft
than normal. On initial concept flightsin an TH-1 helicopter (modified
AH-1S Surrogate trainer for the PNV S) at Fort Belvoir, Virginia, pilots
found the hyperstereopsis and sensor placement on the sides of the hel met
shortcomings (major deficiencies) during terrain flight. The vertical
supports in the canopy a ways seemed to be in the FOV with any head
movement, and under starlight conditions, the pilots rated the hyperstereo
system unsafe and terminated the study except for demonstration rides
(Kimberly and Mueck, 1992).

A hyperstereopsis study was conductedat Fort Rucker, usingan "eagle
eye"' NVG witha?2to 1increasein IPD, the Honeywell INVISwith4to 1
increase in separation, a standard ANVIS, and the FLIR as seen fromthe
front seat inan AH-64 Apache (Armbrust et al ., 1993). Theresults showed
no difference in flight performance among the different night imaging
combinations. However, the pilots subjective responses indicated they
preferred the ANVIS. Aviators also reported they did not like switching
from I? to FLIR imaegery during landing phases, primarily because of the
poor resolution of the FLIR compared to the I? devices.

In arecent study, Crowley etal.(1997) compared the differencesin 13
Army aviators ability to judge and maintain height above terrain using
binocular unaided day vision, 40-degree FOV day vision, ANVIS
monocular night time, ANVIS binocular night time, and FLIR (PNVS)
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monocular night time. Aircraft type was an AH-1 Cobraequipped with an
Apache FLIR and extensive daa collection capability (radar altimeter).
Instrument information or flight symbology onthe FLIR imagefar altitude
was removed. The results showed that subjects performed poorly when
asked to provide absol ute altitude estimates under any condition, but were
more consistent in estimating changes in altitude. Performance with the
FLIR was consistently worse than with the other viewing conditions. The
authors attributed the more variake results with the FLIR to poorer
resol ution and changing thermal condtionsover the 1%2year datacollection
period.

In summary, stereopsis with night imaging devices does not seem to
provide any significant additional depth perception information over the
strong monocular cues such as motion parallax for helicopter flight. The
successful use of the monocular IHADSSin the AH-64 Apache helicopter
impliesthat sufficient depth estimations f or pilotage can be obtained with
normal flight training with monocular as well as binocular night imaging
systems.

Visual Illusons and Spatial Disorientation

Spatial disorientation (SD) is defined by Benson (1978) as "the
situation occurring when the aviator fails to sense correctly the position,
motion, or attitude of hisaircraft or of himself within the fixed coordinate
system provided by the surface of the earth and the gravitational verticd."
Often included in the definition of SD is Vyrnwy-Jones (1988) clause:
"the erroneous perception of the aviator's own position, motion, or attitude
to his aircraft, or of his aircraft relative to another aircraft.” In addition,
contact with an obstacle known to be present, but erroneously judged to be
sufficiently separated from the ai rcraft isincluded as SD.

One might infe that flight with current night vision devices would
induce some SD due to their limitations of reduced FOV, decreased
resol ution, reduced depthperception, and lack of color vision, ascompared
to unaided vision. However, at terrain altitudes at night, the aviator has
essentially no FOV, resolution, depth perception, or color vision with the
dark adapted eye, and could not survive in modern warfare without these
night vision devices. Training and improved technology are required to
reducethenecessary risksassociated with night and adverseweather flying.

In many respects, visua illusions could be considered one of the
primary causesof spatial disori entationwith night visiondevices(Crowley,
1991). Crowley conducted a survey soliciting information from 223
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individuals on sensory effects or illusions that aviators had experienced
with night vision systems. Frequently reported illusions were
misjudgments of drift, clearance, height above the terrain, and attitude.
Also reported were illusions due to external lights and disturbed depth
perception. The differencein the incidents and types o illusions were
similar for both I? devicesand the monocular IHADSS, al though the sample
size for the Apache pilots was small (n =21). The illumination levels
reported whenillusions occurred with 1 devices were bel ow 24% moon, or
less, for 36% of theillusionincidents, with lower percentagesfor incidents
withincreasingillumination. It would be easy toinfer that low illumination
was acausal factor, where actually thereverseistrue. |llumination below
24% moon occurs 70% of thetimefor flights beginning 1 hour after sunset
and lasting 4 hours. Thisisthe typical Army NVG training mission. The
most frequently dted methods to compensate for the illusons were to
transfer the controls to the other pilot, use other aircrew to crosscheck
visually, and to increase visual scan.

From 1987 to 1995, 37% of the 291 NV G accidents involved spatial
disorientation (McLean et al., 1997). An analysisof SD accidentsof U.S.
Army helicoptersfrom 1987 t0 1995 found thefollowingresults: Thetypes
of SD events far night aided flights, listed by frequency of ocaurrence,
were: (&) Flight into the ground (28%), (b) drift descent in hover (27%),
(c) recirculation (brownout, whiteout, etc.) (22%), inadvertent entry to
instrument meteorol ogical conditions(8%), and (d) flight over water (3%)
(Braithwaite, Groh, and Alvarez, 1997; Durnford et al., 1996). These
percentagesof SD occurrencesweresimilar for dl accidentsexcept therate
for accidents with I° devices and FLIR were higher than for day flight.
However, it should be noted that all U.S. Army night aided flights occur at
100 feet above ground level (AGL) or less except when transitioning to and
from the primary airfields. This low altitude reduces reaction time and
increases the risks compared to day and night general flight profiles. The
1987-1995 SD study (Braithwaite, Groh, and Alvarez, 1997) also found
that very few illusions actually caused SD accidents.

Recommended approaches to reducing SD accidents listed in
importance are improved crew coordination, better scanning, height audio
warning, hover lock, drift indicator, et al.

Visud Problems

The use of HMDs increases visual workload and, very likely, rases
stress levels among users. After severa years of fielding the AH-64
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Apache, a survey of Apache aviators (Hale and Piccione, 1990)
documented reports of physical fatigue and headaches following flights
using the monocular IHADSS HMD. This followed anecdotal reports of
similar problemsfrominstructor pilasat Fort Rucker, Alabama. Haleand
Piccione (1990) cited as possible causes: binocular rivalry, narrow FOV,
poor depth perception, inadequate eyerelief, and overall systemdiscomfort.
Toinvestigate potential concerns of long-term medical effects of using the
IHADSS, the U.S. Army Aeromedical Research Laboratory (USAARL),
Fort Rucker, Alabama, conducted a three-part study (Beha et al., 1990).
The first part was a written questionnaire which served the purpose of
documenting visual problems experienced by the local Fort Rucker,
Alabama, Apache aviator community. The second part wasaclinical and
|aboratory evauation of therefractive and visual status of asampleof these
aviators. The third part was an assessment of the diopter focus settings
used by aviatorsin the field environment. Sincethe IHADSS is designed
tohavethevirtual imagery appear at optical infinity, incorrect diopter focus
settings could, intheory, lead to visual fatigue and rel ated visual problems.

A total of 58 Apache aviator questionnaires were compleed. More
than 80% of the sample aviators reported at least one visual complaint
associated with flying or after flying with the IHADSS. A summary of
complaintsisprovidedin Table6.1 (Behar et al., 1990). The most common
complaint (51%) was that of “visual discomfort” during flight.
Approximatdy athird of the aviators reported occasiona headaches, and
about 20% reported blurred vision and/or disorientation whileflying. The
percentage of aviators reporting headache and blurred vision after flying
remained about the same, while the percentage of those experiencing
disorientation after flying decreased to 5%.

Theclinical and laboratory eval uation of therefractiveand visual status
of 10 aviatorsfound no statistical correlation between visual performance
and visual complaints. There were no significant differences found
between right and left eye performance. There was evidence of mild
incipient presbyopia in a mgjority of the aviators, but this was within
expectations for the sample age range. Binocul ar ocular motility for the
samplewas found to be lower than expected. But, in summary, the study
concluded there was no significant variation from normal performance
values noted.

The diopter focus settings of 20 Apache aviators (11 students and 9
instructor pilots) were measured in the aircraft following their normal
preflight setup. Nine were measured under nighttime illumination
conditions and 10 under daytimeconditions. A range in focus settings of
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0 to -5.25 diopters ( mean of -2.28 diopters) was obtained. It was
concluded that the required positi ve accommodation by the eye to offset
these negative focus settingswas a likely source of headaches and visual
discomfort during and following long flights. No correlation was found
between the focus settings and aviator age or experience; nor were there
differences between instructor pilots and students, or day versus night.

Table 6.1.
Apache aviator reports of visual complants during and after flight.
(Behar et al., 1990)

Complaint During flight After flight

Never Sometimes Always | Never Sometimes Always

Visual discomfort 49 % 51% - 70 % 28 % 2%
Headache 65 % 35% - 67 % 32% 2%
Double vision 86 % 12 % 2% 89 % 9% 2%
Blurred vision 79 % 21 % - 72 % 24 % 3%
Disorientation 81 % 19 % - 95 % 5% -

Afterimages NA NA NA 79 % 19 % 2%

Inanother survey (Crowley, 1991) of 242 aviatorsflyingeither ANVIS
(rotary- and fixed-wing) or IHADSS, avery small percentage of therotary-
wing ANVIS users (n = 212) reported physiological effects to include
eyestrain (3%), headache (2%), motion sickness/vomiting (2%), pogflight
blurred vision (1%), and dizziness (1%); only 5% of Apache aviators(n =
21) reported any visual problems (that of dark adaptation effects).

The move towards two-eyed (binocular) wide FOV HMDs may result
inadversevisua effectsif careisnot takenintheir design. Mon-Williams,
Wann, and Rushton (1995) point out that conflictsbetween accommodation
and vergence, focal error, and prismatic erors may result in “unsteble
binocular vision.” As previously discussed, failure to maintain strict
binocular alignment may introduce serious performance problems.

Currently, HM Dsintended for usein the Armyaviation community are
requiredto providesome measureof look-under, look-around, and/or look-
through capability. However, future HMD designs may employ full-
immersion displaysin the form of virtual reality display systems. Thereis
considerable ongoing effort in investigating a phenomenon known as
“cybersickness’ associated with such systems. Cybersicknessissimilar to
simulator sickness in that symptoms of motion sickness (e.g., nausea,
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sweating, pallor, etc.) can result from alack of correlation between visual
and vestibular sensory inputs. Of course, in an actual aircraft, bothinputs
arepresent. However, if imagery hasasignificant delay in its presentation
due to long lag times and slow update rates, cybersickness can manifest
itself (Melzer and Moffitt, 1997; Kalawsky, 1993; Hettinger and Riccio,
1992). Even greater concernshave been voiced regarding possibl e damage
to the vestibulo-ocular reflex due to HMD use, manifesting in flashback
episodes (Melzer and Moffitt, 1997; Strauss, 1995).
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B. Joseph McEntire

Helmet Performance

Theroleof thebasic helmet historically hasbeento provide protection.
Thisrolehasnot changed but has been expanded. Whileinitially providing
impact protection, thehelmet’ sprotectiverolehasgrown toincludehearing
and eye protection. Now, the helmet is expected to serve additiondly asa
platform for mounting a display. However, this new fundion must not
compromise the helmet’ s primary requirement to provide protection.

To design an integrated HMD which can meet both the old and new
requirements, several helmet parameters and associated factors must be
considered. These include the biodynamic characteristics of mass and
center of mass (CM), impact attenuation, the design issue of HMD
frangibility (breakaway capability), thefitting system; acoustical protection
and communication issues; and eye protection from particulate matter as
well as sun gare and directed energy (e.g., lasers).

Biodynamics

Helicopter aircrew helmets are becoming more sophisticated with
increased mission requirementsand their useasplatformsfor HMDs. This
increase resultsin additional mass being supported on the aircrew’ s head,
often with an asymmetricd CM. The functional requirements of the
helicopter pilot helmet have grown considerably. Traditional helmet
functions include head impact protection and service as a mounting
platform for communication systems, hearing protection, eye protective
visors, and on occasion, oxygen systems. Increases in threats and
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operational capabilities demand the helmet also serve as a mounting
platform for such systems as weapon targeting, night vision or image
intensificationdevices, flight symbol ogy displays, chemical defensemasks,
and nuclear flash protection. These requirements demand more complex
mounting devices on the helmet and, ultimately, result in increased system
weights and potentially less than optimal CM location. Ultimately, there
is a limit to how much mass can be supported by the aircrew without
increasing the fatigue rates and neck injury risk in accidents.

Mass and CM

The mass of flight helmes has been a concern since "hard shell” hel-
metsfirst appearedinthe 1950s. These helmetswereintroducedto provide
increased head protection during a crash, but at a significant weight
increase over the previously worn clath caps. The total head supported
mass increased from 0.5 kg for the leather or cloth cap to 1.5kg for early
hard shell helmets, which included noise-attenuating earcups, earphones,
microphone, and integral, adjustable visors. The hard shdl helmet, lined
with polystyrene foam, provided an order of magnitude improvement in
impact protection.

In the 1980s, the introduction of various visual enhancement devices
further increased the mass to 3 kg for the standard Army SPH-4 flight
helmet equipped with the AN/PVS-5 NVG. The increased mass of this
helmet system isbelieved tohave adetrimental effect on pilot perfarmance
dueto neck muscle strain andfatigue andto increasetherisk of severe neck
injury in crashes. The disadvantages of increased helmet mass however,
are offset by the enhanced visual capahility for night flying and incressed
weapons aiming capability offered by helmet-mounted image inten-
sification devices and other helmet-mounted displays. In order to permit
the use of 3-kg helmetswithout overloading the neck in severe crashes, the
U.S. Army's Night Vision Laboratory (currently NVESD), Fort Belvoir,
Virginia, devel oped a spring-loaded, ball-socket mount which permits the
latest generation night vision device (ANVS) to break freeduring a crash.
The 0.6-kg NV G device was designed to break free of the helmet at a
goggle deceleration of 10 to 15 times the acceleraion of gravity (G)
(Military specification, MIL-A-49425 (CR), 1989). Although thisapproach
may offer one solution to the problem of increasad head-supported mass
in Army aviation, little is known about the dynamic
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behavior of this device in a crash or of the physical limitations of the
human neck to support these masses.

Inaninitial attempt to define asafe limit on flight helmet mass for the
Army, USAARL in 1982 proposad a limit of 1.8 kg (3.96 Ib) during the
development of the AH-64 Apache IHADSS helmet. The helmet system
subsequently developed met this mass limitation while providing the
desired platform for the HMD and the required acoustical and impact
protection. Nonetheless, the SPH-4 helmet with NV G attached used for
night operations in all other Army helicopters continued to exceed the
proposed 1.8-kg limit by more than a full kilogram. Although there have
been anecdotal repoarts from aviators complainng of considerable
discomfortwith this system, particularly afterlong missions, the effectson
pilot performance of bearing this much mass has never been systematically
studied. Furthermore, the dynamic consequences of crashing with head-
borne masses approximating 3 kg remain largely speculative.

Historical ly, helmet massand CM requirements have been nonexistent
or vague. These requirements often were written loosely and based on
existing designs. Language in helmet development specifications often
resembled”. . . the helmet CM must be located as close to the head CM as
possible” “. .. lighter and CM no worse than current helmet systems,”
“. .. provide ease of head movement,” and“. . . (have) reduced bulkiness.”
These requirements provided little guidance to the design teams and could
not be quantitatively evaluated.

Seven parameters are required to define the mass propertiesof helmet
systems. Asillustratedin Figure 7.1, theseinclude mass, the center of mass
position along three orthogonal axes, and the massmoment of inertiaabout
thethreerespectiveaxes. Thecoordinate system usedby the Army aviation
community is based on the head anatomical coordinate system and is
illustrated in Figure 7.2 (Rash et al., 1996). The x-axis is defined by the
intersection of the mid sagittal and Frankfurt planes with the positive
direction anterior of the tragion notch. The y-axis is defined by the
intersection of the Frankfurt and frontal planes with the positive y-axis
exiting through the left tragion notch. The zaxisisoriented perpendicular
to both, the x- and y-axes following the right hand rule.

The rationale for defining aviator helme mass requirements can be
segregated into three areas: Aircrew health, operational effectiveness, and
user acceptance. Aircrew health can be affected by both short- and | ong-
term exposures of head and neck loadings. Longterm exposures are the
result of helmet mass and its mass center location in normal flight
conditions (vibration and 1 to 2G flight environment). These effects
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The mass properties of head supported devices also can affect
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Figure 7.2. Head anatomical coordinate
system.

operational effectivenessby increasing aircrew fatigue. Aircrew operating
withhighfatiguearelessefficient, havelower mental concentrati on ability,
and are more proneto commit mistakes. Littledataareavailable onfatigue
effects in rotary-wing environments and are generally based on small
sample sizes and limited helmet mass and CM positions.

Helmet stability also is affected by helmet mass and CM placement.
High helmet mass and misplaced center of mass locations can result in
helmet dlippagerelativetotheaircrew eyelocation. When hel met-mounted
displays or image intensification devices are used, helmet slippage coud
effectively “blind” the aviator from receiving the desired digplay
information for effectiveaircraft control.

Another area which can be affected by head-supported mass is user
acceptance. The final configuration must be acceptable to the final user
prior to fielding to operational units. Failure of a system to receive user
acceptance will result in misuse and abuse of the system and failure of the
system to achieve its desired operational capability. User acceptahility is
difficultto define and quantify since each aircrew has a subjective opinion.
No data beyond anecdotal data on existing systems have been generated to
guantify user acceptance of mass property limits.

The devel opment of the Comanche HIDSShas prompted a continuing
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effort to develop new head-supported weight and CM requirements. Asa
result, new recommendationshave been devel oped for total allowablemass
and the x- and z-axesCM locations. The recommended allowable mass
requirement is based on neck tensile strength; x-axis CM location is based
on measured biodynamic responses of aviators wearing various helmet
mass and CM combinations; and the z-axis CM isbased on maintaining a
constant moment about the C7/T 1juncture resulting from the helmet mass
and vertical CM position.

It is important to define the mechanisms of nedk injury when
establishing mass limits on HMDs. McElhanney (1993) provides agood
engineering description of neck loadings, which are reproduced in Figure
7.3. There aretwo injury mechanismswhich are mog likely tobe affected
by the mass properties of HMDs. These are axial tension and forward
bending (flexion). Neck extension and neck compression injury
mechanisms are not considered to be effected by HMD mass properties.
Thisis based on current helicopter crew seat design requirements which
include headrest and load limiting vertical energy absorption capabilities.

Shanahan and Shanahan (1989), in a study of U.S. Army helicopter
crash injuries from 1979-1985, found 82 reported spinal fractures. Figure
7.4 (Shanahan and Shanahan, 1989) illustrates the spinal fracture
distribution by vertebral level. Thecervical and upper thoracic vertebra
with the highest frequency of fracture was the 7th cervical. The lower
thoracic and the lumbar region experienced a higher frequency rate, but
theseinjuriesare believed dueto compressi on loadingsresulting from hi gh
vertical impact loads in precrashworthy seat designs. Cervical spine
fractures comprise only 1.6% of the 1484 injuries sustained in survivable
crashes. Thecervical injurieswere caused by eit her acceler ation loadi ngs
or contact injury. No differentiation between these two injury mechanisms
was made.

This review of helicopter crash injury indicates a lack of evidence
supporting significant inertial neck injury for Army aviatorswearinga 1.5-
1.8 kg helmet. In some crashes, heavier helmets of 2.9kg (including night
vision components) have beenworn, but theextral.1-1.4kg massof NV Gs
and counterbal ance weights have broken free from the helmetand relieved
the neck of this added loading. The nondocumentation of inertial neck
injury does not mean noneoccurred, but that the accident investigators may
have fail ed to recognize thisinfrequent injury among the far more obvious
contact, crushing, and spinal columm injuriesin theolder, nonload-limiting
seats.
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Aircrew restraint systems utilized in Army helicopters are either a
traditional 4-point restraint system or a newer 5-point restraint. The
primary difference between the two systems is that the 5point system
includes a center tiedown strap to reduce occupant submarining
(movement of the pelvisunder the lapbelt). Dynamic testswith rigd seat
structureshaveindicated arange of possible* dynamic overshoot” (theratio
of measured head or chest acceleration of atest dummy to the input floor
or seat acceleration). This increase in acceleration results from harness
dlack, neck tissue stretch, and upper body compression (by contact with the
restraint harness) which allowsareldivevelocity tobe created betweenthe
occupant and surrounding structure. The dynamic overshoot valueisalso
dependent on when the shoulder strap inertiareel locks (whichisactivated
by occupant motion). A dynamic overshoot value of 1.5 has been selected
asthe magnification of seat accel eration tothe head accel eration; thisisan
average value basedon dynamic tests of aircrew seatsfor the UH-60 Black
Hawk helicopter.

Neck injury potential isafunction of neck strength. Based ona review
of military operational experiences (Schall, 1989), automotive accident
injuries (Foret-Bruno & al., 1990; Larder, Twiss, and MacKay, 1985),
volunteer (Hearon and Brinkly, 1985; Ewing et a ., 1983), cadaver test data
(Chenget al., 1982; Walsh and Kelleher, 1978), animel test data (Clarke et
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a., 1972), and manikin injury assessment values (Mertz, 1993), a neck
tensile strength threshold of 4050 Newtons has been selected as the
maximumlimit. It isbelieved thatrisk of serious neck injuriesexist above
thislimit for the Army aviator population. Thisvalueisprobably too great
for genera civilian populations since the Army aviator population is
generally younger and more physically fit.

The determination for maximum allowable head-supported mass is
based on Newton's second law, F = ma. This equation is used by
considering the neck tensile strength threshold of 4050 Newtons and the
acceleration environment of 35 G (crashworthy seat performance) with a
dynamic overshoot ratio of 1.5. The effective mass actingon the C7/T1
juncture can then be calculated as follows:

F=ma Equation 7.1
m=F/a

m = (4050 N)/ [(35 G)(1.5)(9.81 m/sec?)]

m = 7.86 kg

The mass ading onthe C7/T1juncture includes the helmet, head, and
neck. The total mass of the neck is included in this calculation to be
conservative. By subtracting thehead mass (4.32 kg) and neck mass (1.04
kg) from the above value, we arrive at the allowable helmet mass for the
given impact condition, or

m= rnrlead + mneck + mhelmet Equation 72
mhelmet =m- mhead -mneck

Mygmee = 7-86 - 4.32-1.04

mhelmel = 25 kg

The vertical CM limit is based on a constant mass moment concept
acting about the C7/T1 juncture. Thisrationale allows for greater helmet
mass as the vertical CM location moves downward. The C7/T1 juncture
was sel ected asthe critical pivot pointbecauseitis morefrequently injured
than upper cervical vertebra in helicopter accidents (Shanahan and
Shanahan, 1989). Application of this theory requires selection of a head-
supported mass and a vertical CM position to use as a constant mass
moment. Lack of enpirical data necessitates the selection of the “worst
case” fielded helmet system, the AH-1 cobra hdmet configuration, to
establish an acceptableconstant mass moment. This helmet configuration
has a mass of 1.74 kg and avertical CM location of 5.2 cm above the
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tragion notch. The final variable needed to determine the constant mass
moment is the vertical distance between the C7/T1 junctureto the tragion
notch (Donelson and Gordon, 1991). A vaue of 11.94 cm was sel ected
which represents the 95" percentile female and the 85" percentile male
neck link measurement.

To determine the constant mass moment, the definition of a mass
moment (M) isused: M = md. The mass (m)isthe helmet massof 1.74 kg
and the distance (d) isthetotal distance of the helmet vertical CM position
above the C7/T1 juncture (i.e., 11.94 cm+ 5.2 cm). Thisis calculated as
follows:

M =md Equation 7.3
M = (1.74 kg)(11.94 cm + 5.2 cm)
M = 29.8 kg-cm

Thismoment value can beused to establish arel ationship between the
vertical CM position and mass by rearranging the above equation as
follows:

298 kg-cm = (rnnelmet )(1194 cm + Zhelmet cm )
Zhelmet em = (298 kg'cm/ rnnelmet) -11.94cm

Plotting thisrelationship resultsin thecurve shownin Figure 7.5. The
allowablemassislimited to 2.5 kg as determined above. Additionally, the
allowable vertical CM position is limited to 5.2 cm since biodynamic
reactions to higher CM locations are unknown. Plotting specific head-
supported mass and vertical CM values on the graph allows acceptability
assessment.

The longitudinal CM locations of HMDs are believed to have greater
effects on aviator fatigue and performance decrements than on crash
induced injury. Efforts have been conducted by Butler (1992) to assess
these effects by exposing volunteers to controlled helicopter ride
environmentswith varioushelmet massand CM configurations. During his
study, Butler (1992) measured both physiologcal and biomechanical
responses to the changes in HMD massproperties. The property changes
included three masses (2, 3, and 4 kg) andfour longitudinal CM positions
(-2, 0, 2, and 4 cm) measured relative to the head center of mass. A head
supported weight moment of 82.8 + 22.8 N-cm, measured about the
occipital condyles, was recommended based on changes in head pitch
accelerations and posterior neck myoeledric responses. It was also
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recommended that negative moments be avoided. By using the
recommended weight moment, including the tolerance (105.6 N-cm total),
thisvalue can be converted into amassmoment rel ative to thetragion notch
and plotted. Thisrelationship is shownin Figure7.6. The rearward CM
location was limited at -2 cm based on Butle’ s (1992) recommendation
that negative moment be avoided. Mass was limited at 25 kg as
determined earlier. The forward limit was arbitrarily set at 9.5 cm.

No data have been identified to warrant changing the lateral CM
requirements from 1.9 cm off the mid-sagittal plane. Operationally, the
IHADSShelmet, whichisusedin the AH-64 Apache helicopter, possesses
an off-sagittal CM position when themonocular HM D isattached. No neck
injuries to the occupants involved in mishaps have been attributed to the
lateral CM locations. Thismay be attributed to the breakaway capability
of the HDU when exposed to contact forces and acceleration induced
inertia loads.
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This discussion and the mass and CM requiremerts presented are
based on limited data. Future efforts should be expended to increase the
available human tolerance data and subsequently refine or change the
presented massrequirements. Theseeffortsshouldincludedefining human
neck strength to various loading mechanisms, defining user tolerance to
mass properties of HMDs, and defining fatigue affects of head-supported
massproperties. Epidemiological studiesshould beconductedto determine
the incidence of chronic nedk injury among aging and retired aircrew and
its correlation to flight experience. In addition, numerical simulations of
occupant loads in crash situations should be conducted to validate the
presented HMD mass requirements.

Impact Attenuation

A primary function of therotary-wing aviator helmet i shead protection
during mishaps. Head impact injury is the leading cause of permanent
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disability and fatality in Army rotary-wing mishaps (Shanahan, 1985).
Head impact protectionisaccomplished by proper helmet design, adesign
which provides a protective outer shell and sufficient gopping distance
between the shell’s outer surface and the skull. The purpose of the
protective shell istoresist penetration from sharp orjagged impact surfaces
and to distribute the load over a greater contact area. The head impact
velocity in survivable helicopter crashes has beenestimated at 19.6 feet per
second (5.97 meters/sec) through computer simulationsand analysisof sled
test results. This number is based on the potential flail velocity of the
occupant’ s upper torso (Degardins, et al., 1989).

Human head impact tolerance is an area of continuing research. The
USAARL has recommended a test head form threshold of 150 to 175G,
dependingontheimpact location. SeeTable7.1. A review of performance
specifications for other helmet applications (i.e., motorcycle, bicycle,
equestrian, fixed-wing aviator, etc.) reveas arange of thresholds ranging
from 200 up to 400 G. The USAARL recommended value for the
headband region (175G) is based on the concussion threshold to linear
accelerations, not on skull fracture, fatality, or rotational acceleration
thresholds. The USAARL recommended value for the earcup and crown
regions (150G) is based on the risk of basilar skull fracture concomitant
with impacts to those areas and the high frequency of occurrencein Army
helicopter crashes (Shanahan, 1985).

Table7.1.
Impact attenuation maximum G thresholds.

Impact location  Impact velocity (m/s) Drop height Maximum G*
Minimum Maximum (meters)
Crown 4.88 4.95 1.22 150
Left earcup 5.98 6.05 1.83 150
Right earcup 5.98 6.05 1.83 150
Front 5.98 6.05 1.83 175
Rear 5.98 6.05 1.83 175
Left side 5.98 6.05 1.83 175
Right side 5.98 6.05 1.83 175
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Selection of the concusdon threshold is based on thethreats presert in
the Army helicopter crash environment. It ispossiblefor helicopter crashes
to occur into water, on land, and behind enemy lines. Each scenario
possesses unique risksto the aviator who survivesthe crash but isrendered
unconsciousdueto ahead impact. An obviousrisk associated with crashes
intowater isdrowning. An unconsciousaviator involvedin awater impact
wouldbe unabletoegressthe aircraft, resulting in adrowning fatality. The
risk of post-crash fire within the Army helicopter community has been
reduced significantly throughimproved fuel system andstructural designs,
but the risk remains present. Fire can ensue in both ground and water
helicopter impacts, severely and fatally wounding individuals.
Unconsciousness would prevent an aviator from egressing the wreckage
and avoiding exposure to heat and combustion by-products. Finally, there
istherisk of crashinginto an enemy occupied territory. It isdesirable for
theaircrew to maintai n consciausnessin survivablecrashesto evadeenemy
captureand provideassi stance tofellow occupantswho may have received
more seriousinjuries.

Protective helmet shells have been constructed of various materials.
Basicdlly, the shell is constructed of epoxy impregnated fabric. Thefabric
has been fiberglass (SPH-4), aramd (SPH-4B), aramid and graphite
composite (IHADSS), or a polyehaline and graphite composite (HGU-
56/P). The U.S. Coast Guard and U.S. Navy have also usad helmets
constructed with a nylon fabric (the SPH-4CG and HGU-84/P). All of
thesefabric materials, whenimpregnated with epoxy resn and formed into
shells, provide good distribution of theimpact loads. Shell fracture during
impact is a method of energy asorption. This is generally acceptable
except when structural integrity is lost and the helmet is unable to provide
protection from subsequent impacts, or it departs from the wearer.

Selection of the shell fabric material, number of plies, and resn content
affect the shell’s weight and its resistance to tear peretration. The
USAARL tear penetration test was developed to ensure that advanced
technology shell materials don’t compromise the functional integrity of
resisting penetratingimpact surfaces. Fiberglassworkswell inthistest, but
requiresalarge number of layersresultingin aweight penalty. Aramidand
graphite, which both have high tensile strength to weight ratios, perform
poorly inthistest. Thistest actually places the fabric in shear as opposed
totension. The polyethalineand nylonfabrics perform well in thetear test.

New formulations of woven fabrics are being developed for specific
applications and could prove beneficial to aviator helmet construction.
Composite sandwiches with honeycomb or other crushable material have
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been fabricated into helmet shells. These constructions often perform well
in impact attenuation, but the fabrication cost and relative low production
volume are detrimental to successful implementation.

Helmet design for impact attenuation is based on the lawsof physics.
To bring a test head form, traveling at an initial velocity of 20 feet per
second (6.1 meters per sec), to a stop requires a deceleration. |If the
decel eration magnitudeisnot to exceed 175G, sufficient stoppingdistance
must be provided. This required stopping digance is dependent on the
accel eration’ spulse shapewhichresultsfromtheimpact. Threebasic pulse
shapesarethe square, triangular, and half sine pulses. Thetriangular pulse
shape can vary with location of the peak value, with the two extremes
having the peak located at the very beginning, a zero rise time, or at the
very end, a zero offset time, of theacceleration pulse. These pulse shapes
areillustratedin Hgure 7.7. Asacomparison, the accd eration timehistory
trace of an Army aviation helmet impact result is provided in Figure 7.8.
Calculation of the required stopping distance for these pulse shapes are
based on the fdlowing equéions (Zimmermann, et al., 1989):

S=V,_?/29G (square pulse) Equation 7.4
S=(0.7854)(V,?)/ gG (half sine pulse) Equation 7.5
S=V_?/gG (triangular pulse, symmetrical ) Equation 7.6

S=2V 2 /(96.6)gG (triangular pulse, zerorisetime)  Equation 7.7
S=4V >/ (96.6)gG (triangular pulse, zero offset time) Equation 7.8

where S is the minimum required stopping distance, V, is the initial
velocity, g is the gravitation accderation, and G is the “not to exceed”
number of multiples of gravity. For these equaions, the required
theoretical stoppingdistancesareplottedin Figure 7.9 for various G levels.

The theoretical stopping distance can be used to help determine the
required energy liner thickness used in helmet construction. Additional
factors, such as energy liner material efficiency, contact area, and impact
surface shapes, must be considered. Materia efficiency represents the
percentage of useful crush distanceavailablefor agiven thickness. During
the crushing process, the material compacts and occupies a percentage of
thetotal thickness. The space required for thecompacted material must be
considered during the thickness determi nations. If not, then a“bottoming
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out” event is likely to occur, resulting in acceleration spikes being
transferred to the head. Energy liner “batoming out” occurs when the
available crushing distance is exceeded and results in arapid onset of the
measured acceleration level.

Contact areaandimpact surface shapes should al so beconsidered since
they will help determine the load level required for the material to crush.
Head shapestypically result in large contact areas when the crown or side
region are impacted, and reduced areas when the forehead or rear regions
areimpacted. To obtainthe same energy absorption capability among the
variousimpact siteswith a constant liner thickness, the crush load must be
increased for those impact sites with reduced surface areas.

For this reason, it is also important to consider the shape o the
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impacting surface and the ability of the outer shell to distribute the load.
The Army aviation community has diminated the hemispherical impact
anvil from the performance requirement and selected the flat anvil only.
This decision was based on the fact that in the Army helicopter crash
environment, hemispherical impact surfaces were rarely struck while flat
surfaceswere prominent. Thehemispherical impact anvil presents a point
loading threat to the helmet. To defeat thisthreat, the helmet shell must be
rigid enough to resist local deformation and distribute the impact |oad and
the energy liner must possess either an increase thickness or an increase
crush resistance load. Designing a helmet system to defeat the point
loading threat has typically resulted inincreased mass.

The impact attenuation material used in Army aviation helmets has
been predominartly expandedbead polystyrene. Thismaterial andmolding
processiswell known andinexpensive. It also possessesdesirableimpact
attenuation characteristics, such as good energy attenuation and low
rebound. Thismaterial isalso predominant inthe motorcycle and bicyde
protective helmets. Other impact attenuation materials are available and
shouldbeconsidered. Polyurethaneisonesuchmaterial. Polyurethane has
been and continuesto be used by military aviagorsin the Uni ted Kingdom.

Frangibility

Frangibility of helmet components is required when the total head
supported mass creates an unacceptable risk of neck injury. The purpose
of incorporating frangible (automatically detachable) devices into the
helmet assembly is to remove the mass from the hel met, thus reducing the
risk of neck injury. The AN/PVS-5 NV G, when used by Army aircrew,
were attached to the SPH-4 helmet with “hook and pile” fasteners and
elastic tubing. This method did not allow the goggles to easily or
consistently detach during a crash. During ANVIS development, the
attachment mechani smwas designed withaspring loaded “ ball and sodket”
engagement which allowed the NV G to separate from the mount when
exposed to an 10 to 15 G loading. This mechanism has perfarmed well in
the Army helicopter crash environment. The IHADSS HDU, which is a
monocular CRT display, is also easily attached and detached from the
helmet mount. Mounted on the right lower edge of the helmet shell, the
HDU a so detachesfrom the helmet during crashloadings, and actual crash
experience hasshown it to peform well.

Both, the ANVISand IHADSS HDU detachment mechanisms operae
when the device is exposed to crash loads and its dynamic inertia loads
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exceed the mechanical retaining forces. The U.S. Navy, with the
introduction of CatsEyesNV Gfor their fixed-wing community, devel oped
a pyrotechnically activated detachment mechanism. This device was
activated when it received an electrical signal at the beginning of an
gection sequence. This signal activated a squib which performed the
mechanical release of the Cats Eyesgoggles.

A device similar to the Cats Eyes automatic release device could be
incorporated into the rotary-wing community, but a sensor would have to
be used to sense the crash onset andinitiate device release. Such a sensor
is being devel oped by the Program Manager-Air Crew Integrated Systems
(PM-ACIS) for activation of the helicopter air bag restraint system.
Pursuing such an approach to reduce the head borneweight during crashes
introduces system complexities, increases technical risk, and raises
program costs. The determination of when the device should be detached
is not atrivia issue, and actual crash acceleration data are generally not
availableupon which to base such determinations. Generally, aportion of
such an automatic device remainson the helmet. The trade between the
amount of weight being removed versus the amount being retained may
become negligible if the design is not optimized.

Current frangibility (breakaway) design requirements are that when
subjected to an acceleraion of 9 G or less in any vector within the limits
described in Figure 7.10, the designed frangible comporents shall not
separate. However, separation must occur for acceleration of 15 G or
greater. During breakaway, the frangible components should not comein
contact with the wearer’s forehead, eye sockets, or facial regions at any
acceleration level (Rash etal., 1996).
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complexity and compatibility requirements. The primary fundion of the
fitting system isto provide acomfortable stablefit tothe wearer. Comfort
can be achieved by distributing the helmet weight across the head, thereby
preventing or reducing the occurrence of “hot spots’ (singular points of
increased pressure), and resisting heat buildup. Stability is dependent on
both, the helmet’ s retention and fitting systems.

Numerous fitting methods have been used and devised for aircrew
helmets. Listed and described in Table 7.2 are some of the fitting systems
previously used, currently in use, and proposed concepts. Thistableisnot
all inclusive, nor doesit identify all of the attributes of each system. Some
attributes which should be considered when selecting a fitting system
include; fitting ease, sanitation, durability, mantainability, comfort,
stability, low load deformation, impact attenuation effects, and retention
effects. Another parameter is the anthropometric range the system can
accommodate and the number of helmet sizes being designed. Fewer
helmet sizes suggest the fitting system accommodate a geater
anthropometric range. If designing a helmet system with arestricted exit
pupil location, numerous helmet sizes may be required with a minimal
thicknessfitting system. Such designconsiderationswill influencethetype
and configuration of the selected helmet fitting system.

Inthe Army’ searly Aviator Protective Helmet No. 5(APH-5), multiple
leather pads of varying thicknesses were employed. Initialy, they were
glued to the polystyrene liner; later self-adhesive strips were used. The
SPH-3 and SPH-4 helmets initially used a sling suspension system
consisting of three nylon cross straps which ran across thetop of the head
and a leather head band which ran around the circunmference of the head,
above the brow line. Inthe center wherethe cross strapsintersected, there
was a cushion pad (Figure7.11). Both the head band and thecross straps
were adjustable.

Formally introduced in the SPH-4 helmet in the mid 1980s, a fitting
systemdesign based onthermoplastic liners (TPL™) isused in the SPH-4B
and the HGU-56/P helmets. The TPL™ system typically consistsof 2t0 5
plies of thermoplastic sheets with 1/4 inch diameter dimples (open cell),
covered with acloth cover (Figure 7.12). The TPL™ system was adopted
to improve comfort and to alleviate fitting problemswith the original sling
suspension of the SPH-4 helmet brought on by extended mission lengths,
theintroduction of NV Gs, and theincreasein the number of femaleaircrew
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Table7.2.

Helmet fitting systems.

Type Reference Fielding Attributes
helmet status
Foam pads APH-5 No longer Various pad thicknesses
APH -6 used accommodated variable head
sizes. Comfort dependent on
user.
Three-strap SPH-3 Some SPH-4 | Individual strap adjustment
sling SPH-4 still in use provided user adjustability.
Comfort difficult to achieve,
some individuals experience
significant discomfort, othershad
no problems Attachment clips
contributed to SPH-4 impact
attenuation.
Thermoplastic | SPH-4 Currently Widely accepted in the aviation
Liner (TPL™) | SPH-4B fielded environment. Can be
HGU -56/P individually fitted by heating.
Others.. . . Can be cleaned. May adversely
affect helmet stability. Durable.
Pads, mesh, & | IHADSS Currently Difficult to comfortably fit the
drawstring fielded IHADSS helmet. May degrade
helmetretentionif too many pads
are used to obtain comfortable
fit.
Thermofit Various Special cases Currently used by USAARL
Liner (TFL™) | SPH and when comfortable fits cannot be
HGU types attained with the standard issue

TPL™. Performance still under
evaluation.

Table 7.2. (continued)
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Reference
helmet

Fielding
status
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Attributes

Foam in
place

HGU -33/P
SPH-3C

Not used by
the Army

Providesan individual fit with
little adjustment tolerance.
Provides a stable fit, can
become uncomfort-able if
helmet is not repositioned to
original fitting location.
Difficult to obtain consistent
foam density. Could affect
impact attenuation
performance.

Silicon
foam fill

developmental

Proposed

Provides an individual fit.
Pliable to relieve pressure
points after redonning the
helmet. Durability,
operational performance, and
user acceptability are
unknown.

Epoxy
coated
foam

developmental

Proposed
for
Comanche
helmet

Provides a stable, individual
fit. Can become uncomfort-
able if not repositioned to
original fitting location.
Durability, operation
performance, and user
acceptability are unknown.

Custom
foam fit

U.S. Navy
fixed-wing
night attack
helmet

Operation

Provides a stable, individual
fit. Requires a wax mold of
the aviator’s head be taken.
Liner custom made to casting
made from wax mold, at
manufacturer’s plant. Lengthy
time process.
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&

Figure 7.11. Sling suspension in SPH-4 helmet.

Figure 7.12. View of a4-ply TPL™ removed from the foamliner and
cloth cover.

members with their different anthropometric head dimensions (Barson,
Pritts, and Lanoue, 1988). The introduction of the TPL™ solved many of
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thefitting problems, aswell asimproving thelevel of crash protection. The
TPL™ suspension method could be considered a custom fit, which
overcomesmost variationsinindividual anthropometry, providing agrealy
enhanced level of comfort and fit.

The TPLs™ delivered withthe HGU-56/Pare prefitted toappropriately
sized head forms as apart of the manufacturing process. Mostaviatorscan
remove the helmet and TPL™ straight from thebox and obtain an adequate
fit with minor adjustments. If unableto obtain a comfortable fit, custom
fitting can be easily accomplished by heating the TPL™ for approximately
10 minutesin a convection oven at atemperature of 200+ 5°F. The heated
TPL™ becomes soft and pliable, retaining itsnew shape after it cools. The
aviator inserts the heated TPL™ into the helmet, which then is placed on
the aviator’ s head for 5 minuteswith downward presaure applied. [Thisis
accomplished by having the aviator place his hands over the helmet and
pull down towardsthe crown of hishead.] The pressureisreleased and the
helmet worn for an additional 5 minutes. If an optimal fit is not achieved,
the process can be repeated, as long asthe TPL™ isnot overheated.

Another type of fitting system, used primarily intheU.S. Air Force and
Navy fixed-wing helmets is based on variations of a custom-fit foam
technigue. One variation in the foam method involves the mixing of two
chemicals which produces a foam liner formfit to the head; another
variation uses a wax mold which is heated and placed on the head. The
Army briefly authorized these foam systems during the period when NV Gs
were first introduced, but withdrew approval due to varying foam density
and inconsistent impact protection performance. Thus, they curently are
not used in Army aviation.

Retention

Helmetsare unabletoprovidetheir impact energy attenuation function
if the helmet does not reman on the head during crashes or mishaps. This
roleisaccomplished by the hel met retention system. Reading et al. (1984)
showed that helmet retention system failure is a significant factor in
mishaps where helme losses occurred. Typically, modern retention
systems consist of an integrated napestrap and a chinstrap. The napestrap
runs behind the head just under the occipital region. The chinstrap runs
under the chin, being careful to avoid the areas around and about the
trachea. A properlydesigned retention systemwill prevent the helmet shell
from undergoing excessive forward or rearward rotation when the head is
exposed to crash induced acceleration(s) (Hines et a., 1990), without
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introducing potential hazards inherent to its own design. In addition, a
positive effect on retention under tangential loads is provided.

Intheearly SPH-4, the napestrap and chinstrap were separat e (although
attached) items. The napestrap was part of the earcup retainingfabric, and
the chinstrap (with slide-bar adjustment buckl€) was attached on each side
with single snaps. The use of snaps for the chinstrap was limiting because
the snaps were cgpabl e of withstanding only approximately 150 pounds of
loading force. And, it wasfound that onthe SPH-4, the snaps distorted, the
fabric deteriorated with wear, and retention performance was diminished
significantly. Another problem associated with the SPH-4 system was
chinstrap elongation, which under severe crash loads could beas high as 2
inches. This could resut in the helmet rotating off the head during the
period of time when its pratective characteristics are needed most.

The SPH-4 underwent a number of design modifications during its
lifetime. Oneinterimfix applied inthe mid1970's used two snaps oneach
side (called Y-yoke), which increased the loading force capability to
approximatdy 250 pounds. This was followed shortly thereafter by
another change where the chinstrap was permanently attached to oneside
through a grommet, with the other side fitted with two more closely
adjacent snaps. Thisresulted in anincrease to approximately 300 pounds
in loading for ce capahility.

As of the mid 1980s, despite the numerous attempts to improve the
SPH-4 retention system, investigation of retention system effectiveness
showed: @) That double snap fasteners were inconsistent in strength
performance (Vrynwy-Jones, Lanoue, and Pritts, 1988), b) that cloth
connection between chinstrap/napestrap and the helmet shell allowed
excessive helmet displacement, and c) that forward displacement was
increased when 1? devices were used (Hines et al., 1990). Continuing
attemptsto improve the SPH-4 retention system included reinforcement of
the assembly using tubular nylon webbing. Thishad aresult of increasing
chinstrap strength and reducing chinstrap el ongation (by as much as 50%),
which reduced the upward displacement of thehelmet during crashloading
(Pamer and Haley, 1988). Using this reinforcement technique as a
stepping stone, USAARL, working in cooperation with Gentex
Corporation, Carbondale, Pennsylvania, produced amodified yoke harness
(Hineset al., 1990) (Figure 7.13). This harness was a modified universal
retention assembly where the forward attachment points of the harness
werelocated 0.9 inch forward and 0.2 inch bel ow the previous attachment
points. The rearward attachment point used the headband clip hole which
was located 1.1 inches rearward and 0.6 inch below the previous rear
attachment point. In addition to the adoption of the double “D” ring
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adjustment buckle, there were numerous ather changes from the then
existing assembly. Concurrently, Gentex Corporation devel oped a swivel
yoke harness. Both designs passed the 440 pound load requirement being
applied to the then underdevelopment HGU-56/P helmet. The USAARL
design demonstrated slightly less chinstrap dongation and subsequently
was incorporated into the SPH-4B flight helmet.

The HGU-56/P is the Army’s most recently fielded (1995) aviator
helmet. It retainedthe TPL™ liner and crushable earcups, but the Kevliar™
cloth shell used in the SPH-4B was replaced with a polyethylene and
graphitecloth shell. The HGU-56/P replaces the SPH-4B earcup retaining
harness with Velcro™ attachments. The two Velcro™ flapsincorporated
into the SPH-4B napestrap were replaced with a single piece of cloth-
covered foam running horizontally acrossthe back. Asinthe SPH-4B, the
chinstrap load is applied to webbing and then transferred to the helmet
shell. A double“D” ringisused, asinthe SPH-4B, asthe chinstrap buckle.
These rings are a gecial “low slippage” design with one ring slightly
smaller than the other. The HGU-56/P retention system is depicted in
Figure 7.13.

As afina note, retention system success is directly related to both
proper fit and wear.

Stability

Helmet stability is a measure of the helmet’s ability to remain in a
constant orientation, with respect to the head, when exposed to low load
levels. Theseloads may be theresult of inflight maneuvers and buffeting,
vibration transmission from the surrounding structure, inadvertent bumps
into cockpit structure during executionof flight duties, rapidly moving the
head, and unbalanced helmet systems. Helmet characteristicswhich effect
helmet stability include the fitting system (and the appropriateness of the
fit), the retention system (and the appropriateness of thefit), and it’s mass
properties. Human characteristics which effect helmet stability include
individual head shape quantity and management of hair under the helmet,
and looseness of the skin (Neary etal., 1993).
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Figure 7.13. USAARL modified yoke harness, used in the SPH-
4B, and the HGU-56/P retenti on system.

If the helmet position shifts, then: (a) optical field of view reductions
may occur, (b) hot spots may develop, and (c) the impact protection zones
of the helmet are compromised. For mission execution, helmet stability is
critical when helmet-mounted displaysorimageintensificationdevicesare
used. Excessive helmet slippage could effectively“blind” the aviator from
receiving the desired display information for efective aircraft control.
Gradual slippage may createpressure pointswhich resultin“ hot spots” and
user discomfort. Thiscan distract aircrew attention away from his primary
responsibilities. Additionally, helmet instability is an indicator that the
helmet will displace when exposed to high dynamic loads associated with
the helicopter crash environment. This compromi ses the desired impact
protection zone of the wearer’s cranium.

Helmet stability is affected by helmet mass and CM placemert. High
helmet mass and misplaced center of mass locations can result in hdmet
dlippage relativetotheaircrew eyelocation. Flight loadexposuretypically
inducesthisslippage. Mass moment of inertia (MOI) effectsthe helmet’s
stability when the wearer rapidly moves his head side to side or up and
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down. The helmet may or may not repositionitself after the motion ceases.
Thisisdependent on the slippage magnitudeand theresiliency of thefitting
system.

Compatibility

Theoriginal purpose of the HGU-56/P aviator's helmet wastoimprove
integration with night vision devices, protective masks, ballistic, laser and
nuclear flash blindness eye protection while providing improvementsinthe
communicationssystem, hearing protection, fit, head retention, and impact
characteristics. The helmet comesin 4 sizes and usesthe TPL system to
provide a comfortable fit. However, it has been found that none of the
helmet liner systems are compatible with NBC protective masks,
particularly the custom form liners, and more so when the required hood is
worn underneath the helmet.

In the beginning of the HGU-56/P helmet development, the protecti ve
mask was designed similar to an oxygen mask with a face shield and
attached to the helmet with standard oxygen mask fasteners. However, an
acceptable mask seal was only obtained with positive pressure from a
battery powered blower, similar to the one used for the M43 protective
mask. Thisconcept wasdropped after considering thelogistics and human
factorsissues.

In the HGU-56/P helmet fitting study (Towns and McLean, 1995),
(Bruckart et al., 1993) compatibility with the M43 protective mask and
ANVIS was judged to be poor even with the larger acceptable sized
helmets. DuringtheM45 AircrewProtective M ask (ACPM) operationtests
(OT), the participants could not wear the ACPM withthe HGU-56/P hel met
without severe discomfort af ter only a few minutes. A separate modified
TPL that was custom fitted for the mask with the helmet was used during
OT asatemporay solution. However, thisapproach was recommended by
the Test Working Integration Group (TWIG) for the M45 ACPM, and has
been accepted by PM AL SE. Withtwo separate TPLs, and the Air Warrior
requirement to don amask in flight, the pilot will have to: 1) remove the
helmet, 2) retrieve and don the mask, 3) remove and store the normal TPL,
4) retrieve and insert thesecond TPL forthe mask, and 5) redon the hel met.

Operationally, webelievethepil otsmay remove componentsor spacing
that make up the helmet liner or askull cap asused by the IHADSS, but we
do not believe they will take thetime to retrieve, insert, and accurately
position another TPL into thehelmet. When amask isworn underneaththe
helmet, part of the helmet liner will have to be removed. Otherwise, the
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helmet will sithigher or rotate and potentially disrupt proper eye alignment
with the helmet mounted displays.

Visors and Visor Assemblies

Visors are look-through optical media, usualy fabricated from
polycarbonate materials (and in the past from CR-39 plastic).
Polycarbonae is the preferred material due to its enhanced impact
protection. The purpose of visorsisto provide protection from dust, wind,
sun glare, and particle fragments and, in the case of a crash, from tree
branches, rocks, debris, and aircraft structural parts. It should be noted that
contrary to verbiagein many documents, visors are not designed to provide
“ballistic” protection. However, they are expected to provide impact
resistance. (Toclarify thisstatement, visorsaredesignedto providelimited
protection against shell fragments but not from direct hits of shells
themselves.) In more succinct terms, visors can prevent painful, serious
injuriesto the head and face (Reynolds et al, 1997).

In U.S. Army aviation, visors are classified as Class | or IlI. These
classes are defined in military specification MIL-V-43511C, “Visors,
flyer’s helmet, polycarbonate” (1990). Class| visors are clear, having a
photopic (daytime) luminous transmi ttance of 85% or greater. Class Il
visors are neutrally tinted, having a photopic luminous transmittance
between 12-18%. An exception to the Aass Il luminous transmittance
requirementis granted to the tinted visor used in the IHU of the IHADSS
inthe AH-64 Apache. ThelHADSS Classl| visor hasaphotopic luminous
transmittance between 8-12%. Thislower range of transmittanceisneeded
toimprovevisibility of real-timeimagery provided on theIHADSSHMD.
Regardless, al visors generally are held to the optical specifications for
refractive power, prismetic deviation, distortion, haze, impact resistance,
etc., citedin MIL-V-43511C. Thetest for compliance of impact resistance
usesacaliber - .22 T37 fragment simul ating projectile at animpact vel ocity
between 550 and 560 feet per second. Thetest isconducted in accordance
with MIL-STD-662D, “V50 ballistic test for armor” (1984).

Another deviationfromthevisor classesaboveisspecial purposevisors
which are designed to provide protection from lasers. The luminous
transmittanceof laser visorscan vary greatly depending onthewavel engths
or combination of wavelengthsfor which the protection is being provided.
Over the years, a number of types of laser visors have been evaluated for
use (Rash and Martin, 1990; Bohling and Rash, 1991; Rash, Bohling, and
Martin, 1991). However, except for a brief fielding period during the
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Desert Shield/Desert Stormwar, the authors are not aware of any official
designation of laser visors. But, in spite of a lack of formal fielding, a
number of various types of laser visors are in use among Army aviation
units.

Visorsarefielded on all current aviator helmets. |ssues asociated with
visorsinclude how frequently they are used, when they are used, whether
or not they function asdesigned, andwhat problems, mechanical or optical,
are typically present. A study of visor use among U.S. Army rotary-wing
aviators and aircrewvmen (Rash et al, 1997) found that use of visors
improved when a dual visor configuration is available with the flight
helmet. Aircrew wearingthe SPH-4B and HGU-56/P helmets, which both
have a dual visor assembly, report greater usage of visors, especidly the
clear visor, ascompared to wearers of the single visor assembly SPH-4 and
IHADSS helmets, who have to overcome thelogistics of storage of the
alternate visor. Additional problems affecting visor use include the
inability to wear avisor when using ANV ISand the customtrimming of the
visor needed with the IHADSShel met toaccommodate the helmet display
optics.

From the perspectiveof HMDs, the mgjor contribution of the visorsis
to attenuatethe ambient background luminancein order toimproveimagey
contrast. The lower the visor transmittance, the more improved the
contrast. However, decreased visor transmittance, which may be coupled
with the transmittance of a see-through combiner, degrades overall see-
through vision. Currently,only three transmittance values can be available
at any given time, and this is possible only if adual visor assembly is
available.

TheU.S. Air Force(Dobbins, 1974) hasinvestigated the use of variable
transmittance visors. Based onliquid crystal or photochromic materials,
such visors have the potential to accommodateexternal luminances over a
range greater than 80:1.

Aninvestigation into the eff ect on visual acuity of visors (sunglasses)
of different luminous transmittances has led to a recommendation that a
minimum of 30% transmittance is required to achieve the 20/60 high
contrast acuity equivalent for the 2™ generation I systems under brightness
conditions of overcast day, twilight, and full moon (Wiley, 1989).
Therefore, the use of visors which produce a combined transmittance of
less than 30% will reduce see-through visual acuity below that of 20/60.
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Acoustical Performance 8

Ben T. Mozo

Introduction

Noise levels found in military helicopters exceed noise exposure limits
required by Department of Defense Instruction 6055.12 (1991) and Army
PAM 40-501, “Hearing Conservation” (1991). Noise consists of amixture
of random broadband noise and periodic harmonic and high frequencies
generated by the machinery contained within the helicopter, including
impulse noise burst generated by weapons systems (Wiener and Nagel,
1988). Noise levels in helicopters with higher load capacities such as the
CH-47 Chinook and the U.S. Air Force CH-53 Pavlow are extremely
intense, and under some flying conditions, will exceed the helmet’s
capabilityto provide adequate hearing protection for crewmembers. Figure
8.1 shows a distribution of noise levels found in today’s helicopters along
with expected noise exposure of individuals wearing normal issue helmets
with and without foam earplugs. About 15% of the flight conditions in
Army aviation exceed protection limits of 85 dBA that are provided by the
HGU-56/P or SPH-4B flight helmets. Wearing foam earplugs in
combination with the helmet limits the noise exposure to less than 85 dBA
for about 99% of the flight conditions.

Maintaining the necessary hearing protection for the Army noise
environments, while providing the highest performance of voice
communications for the aviator, has become the central goal of the hearing
conservationist. Under conditions presently found in Army aviation, voice
communication is reduced because of poor speech signals reaching the ear.
Combination protection, earplug in addition to the helmet, is a commonly

219
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Figure 8.1. Noise level distribution of U.S. Army helicopters
with noise exposure levels for aviators while
wearing the SPH-4, HGU-56/P and the SPH4B
with yellow foam earplugs.

used technique to provide additional hearing protection, but this technique
leads to decreased voice communications capability. The combination of
less than adequate intercommunications subsystem(ICS) output and the use
of earplugs may be responsible for most of the poor speech signal to noise
ratio.

Currently, the hearing conservation objective is to increase sound
attenuation provided the aviator in order to decrease the noise at the ear,
while preserving the communication signal reaching the ear through the
hearing protector. Two techniques that may be used to achieve these
objectives are being investigated at a number of laboratories around the
world. One technique, Active Noise Reduction (ANR), uses electronic
circuitry to manipulate and reduce the noise found inside the earcup. The
other technique, Communications Earplug (CEP) (Figure 8.2), uses passive
sound attenuation, an earplug in combination with the helmet earcup, to
achieve the required noise reduction. To improve speech communications,
the earplug is attached to a miniature transducer that delivers the sound
signal directly into the occluded portion of the ear canal through a small
channel built into the earplug. Both of these techniques have been shown
to reduce noise at the wearer’s ear and improve the speech intelligibility
characteristics of helmet systems. An additional technique that may be
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Figure 8.2. Communications earplug CEP)
(top) and attached to HGU-56/P
helmet (bottom).
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available in the near future is an earcup and earseal constructed of a new
material recently developed by the U.S. Navy Aerospace Medical Research
Laboratory, Pensacola, Florida. Only limited test data based on Acoustical
Test Fixtures are available at this time and are insufficient for evaluating
its full potential.

While the theory of out-ofphase-cancellation dates back to the 1940s,
recent technological advances have made the implementation of ANR
possible. ANR is a means of reducing noise levels in a personal hearing
protector by measuring noise present inside the earcup and reinserting a
processed and out of phase noise signal back into the earcup. The
reinserted signal combines with the noise that was originally measured,
causing it to be canceled. This out of phase canceling technique is very
effective for low frequencies, below 800 hertz, but is generally ineffective
for higher frequencies. In some designs, the ANR device actually increases
the noise level inside the earcup in the region of 1000 Hertz. Total hearing
protection consists of the passive protection provided by the earcup and the
ANR component provided by the electronic system. Studies show ANR
does improve speech intelligibility when worn alone, but both hearing
protection and speech intelligibility are degraded when worn with ancillary
equipment such as spectacles or CB mask (Mozo and Murphy, 1997b).

The CEP, a device that incorporates aminiature earphone coupled with
areplaceable foam earplug, can be worn in combination with the aviator’s
helmet and can provide hearing protection adequate for extremely high
noise levels. Donning, doffing and comfort issues for users of the CEP
have been examined (Mozo and Murphy, 1997a; Mozo, Murphy, and
Ribera, 1995) and have been determined to be within a manageable range.
The device also provides voice communication intelligibility that
approaches asymptotic limits, near 100%, in those high noise environments.

Protective capability of hearing protective devices which fitaround the
external ear is reduced whenever the earseal to head interface is broken
(Wagstaff, Tvete, and Ludvigsen, 1996). Ancillary equipment such as
spectacles and CB protective masks are devices that are commonly used
with the aviator helmets and should be evaluated to determine their effects
on the protective characteristics as shown in Figure 8.3. The spectacles
were of a type with bayonet temples, which are standard issue for aviators.
The CB mask used in the evaluation was the M-45 mask.
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Figure 8.3. Sound attenuation of the HGU-56/P helmet
worn alone, with spectacles and CB mask.

These techniques for providing improved hearing protection, while
improving speech intelligibility performance, show promise for near term
fielding. Factors that influence which technique is selected are aircraft
modification, system cost, lateral impact, weight, and others. These areas
should be evaluated carefully when considering the use of ANR or CEPin
the helicopter environment.

Sound Attenuation

Sound attenuation and speech intelligibility are the primary quantitative
measures of performance used to establish the relative merits of a device.
The attributes are usually determined in the laboratory using standardized
methodologies (Rash et al., 1996). Appropriate methods utilize human
listeners in the measurement in order to determine effects of head shape
and head size on the characteristics of the device.

Sound attenuation measurements utilize a threshold shift method given
in the American National Standards Institute (ANSI) standard S12.6,
“Method for the Measurement of Real Ear Attenuation of Hearing
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Protectors”(ANSI, 1984) and an insertion loss method, ANSI S12.42,
“Microphone-in-real-ear and acoustic test fixture methods for the
measurement of insertion loss of circumaural hearing protection devices”
(ANSI, 1995). The attenuation of ANR devices must be measured using
the microphone in real ear techniques because of the low-level wide-band
noise normally found in ANR systems. Earplug and canal cap type devices
are measured using the threshold shift technique, ANSI S12.6, since
insertion of a microphone into the canal for the measurement of attenuation
is difficult and not generally used to assess devices on human subjects.

Assessment of attenuation differences attained by each of the techniques
using the same device and subjects for both measurements show that low
frequencies, 125 Hz and 250 Hz, have attenuation values which are slightly
lower when using the physical measurement method. The cause of this
difference is attributed to the biological noise produced by heartbeat or
listeners breathing causing a masked threshold for the lower frequency test
signals.

Attenuation results are sometimes difficult to understand in terms of
which device provides the best protection. Protection depends on the
spectrum of the noise, along with the mean and standard deviation of the
attenuation measurement (Mozo and Murphy, 1997a). The measured noise
1s combined with the measured sound attenuation, standard deviation, and
A-Weight factors for each octave band using the following Equation 8.1.
The result is an estimated exposure level (EEL) of A-Weighted noise
arriving at the listener’s ear while in the noise environment. The Army
hazard assessment procedures reduce the mean attenuation value by one
standard deviation ateach of the test frequencies when calculating the noise
exposure level.

8000 imse oyer - A Weight -f 3 -ESD0 |
EEL =10Log( Y 10 T ) Equation 8.1
i23

where, Noise Level, is the measured noise level at the i" frequency,
AWeight, is the weighting factor at the i" frequency, and 1SD is 1 standard
deviation .

A group of EELs calculated for flight conditions expected during a
mission scenario might be used to estimate the overall noise exposure that
an individual may incur during an entire mission. Further, overall noise
levels in Army aviation may be used to calculate the sound attenuation
required for protection of the aviator popul ation as shown in Figure 8.1 and
Figure 8.4.
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Figure 8.4. Noise level distribution of U.S. Army helicopters
with noise exposure levels for aviators while
wearing the HGU-56/P alone, with spectacles and
with CB Mask.

Ambient noise in dBA and estimates ofnoise levels at the ear shown in
Figure 8.1 provides insight as to the extent of hazard present in the aviation
environment and what potential the hearing protection schemes have to
adequately protect the aviator. The estimate should include data collected
under conditions the hearing protectors are normally used by the aviator.
If spectacles are commonly used, then sound attenuation must be
determined while using spectacles as shown in Figure 8.3 and noise
exposure effects as shown in Figure 8.4.

Speech Intelligibility (SI)

Speech intelligibility is generally determined with human listeners
evaluating word sets (ANSI, 1989). SI is a measure of ones ability to
recognize these words when presented through a system under test. Word
sets (Newby, 1972) are standard and comprised of phonetically balanced,
monosyllable words that occur often in everyday use of the English
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language. Tests of communications devices are conducted in sound fields
simulating noise found in a helicopter operational environment. Subjects
listen and respond to words reproduced through the test system and the
device being evaluated with percent of correct responses defined as the SI
for that condition. The technique requires considerable time for data
collection, but the results provide a reliable estimate of the performance
anticipated for a particular field situation.

The Modified Rhyme Test (MRT) is currently the accepted speech
material for use in dete rmining the SI of communi cations devic es (Prohaska
and Nixon, 1984). Words are presented to listeners through the device
under test and the listener responds by selecting one word determined to be
correct from a list of similar words. Generally 10 subjects are used in the
test to determine the SI of a device.

This Laboratory has evaluated various combinations of helmets with
ANR, earplug, and CEP to compare the communications performance
under noise conditions (Mozo and Murphy, 1997b). The noise level
measured in the UH-60 during level flight at 120 knots is normally used as
the noise condition. Speech input levels are defined and correlated with
speech intelligibility results to provide insight into operational
characteristics of the device under test.

A study of the intelligibility of speech when using either ANR or CEP
by aviators with noise induced hearing loss demonstrates their usefulness
for the helicopter environment (Ribera and Mozo, undated). SI results of
SPH-4B with and without ANR and CEP used in the “normal” verses
“waivered” study are shown in Figure 8.5. Curves shown in this figure
were developed from SImeasurement data using a distance weighted linear
smoothing algorithm. The curves show significant differences in the
speech level required for the three different devices to perform at the same
level of intelligibility. When speech is considered as another source of
noise exposure, then lower levels would imply less noise exposure from
that source. For example, the estimated speech input level of 82 dBA using
the CEP would result in about 80% intelligibility. That level of speech
intelligibility would require an input speech level of about 90 dBA for the
ANR system and over 100 dBA for the SPH-4B. The net effect should
reduce speech levels required for communications and therefore reduce the
hazardous effects of the speech signal.

The effect of these techniques on SI for 20 normal and 20 hearing-
impaired aviators showed significant improvements over the standard
helmet for both sample groups. Results of speech intelligibility of the
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Figure 8.5. Speech intelligibility verses speech level
in UH-60 noise for three devices.

hearing-impaired aviators wearing CEP or ANR were compared with the
95% confidence interval for the normal aviator wearing the SPH-4 helmet
are shown in Figure 8.6. Only 1% of the hearing impaired aviators were in
the 95% confidence interval while wearingthe SPH-4, as comparedto 65%
while wearing the CEP helmet and 40% while wearing the ANR helmet.

Operational Assessment

One of the most critical requirements of systems development is to
define the worth and acceptability of the system to the user group. User
acceptance testing should be performed by the user in the environment or,
at a minimum, a high fidelity simulation of the environment. Personal
equipment such as communications andhearing protective devices must be
assessed during as many user conditions as possible and in as many
climatic and environmental conditions as practical (Staton, Mozo, and
Murphy, 1997; Mozo and Murphy, 1997a).

A study (Mozo and Murphy, 1997a) comparing the CEP and the HGU-
84 using Navy and Marine Corp aviators assigned at Quantico, Virginia,
was accomplished over a 4-month period. A preference questionnaire was
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Figure 8.6. Speech intelligibility improvement for hearing impaired
aviators when compared with normal aviators at 95%
confidence interval using SPH-4.

used to measure the volunteer’s assessment of the CEP when compared to
their personal helmet. The areas of interest were comfort, compatibility,
communications performance, utility, and overall value added as assessed
by each of the individual volunteers. The rating scale used to compare the
CEP and the aviator helmet used in CH46 and CH-53 helicopters was
based on the following 7-point scale:

7 : 6 : 5 : 4 : 3 : 2 : 1

Significantly Moderately — Slightly Same Slightly Moderately Significantly
better better better worse worse worse

A numerical rating of "7" indicated the user’s highest preference value
for the CEP while a rating of "1" indicated the users highest preference
value for the helmet. If theuser perceived no difference between the CEP
and the helmet then the volunteer indicated a rating of "4.”

Results of the questionnaire responses were analyzed to determine the
overall acceptability of the CEP for use in the H-53 missions when
compared to the HGU-84 helmet. Table 8.1 shows the results of
questionnaires administered at the mid-point of the study and again at the
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end of the study. For most of the questions, results showed a slightly
stronger preference for the CEP at the end of the study, indicating users
found the CEP more acceptable with continued use. The fit and comfort of
the CEP were judged to be the same as their standard helmet, indicating
discomfort was not considered a factor by the user after 4 months of use.
There was a difference in favor of the standard helmet in the
donning/doffing process because of the extra step required to install the
CEP. (It is the authors’ opinion that the user will become more proficient
in the procedure with continued use of the CEP. Proper planning of events
that take place inthe donning process will limit or eliminate problems for
even the most time critical mission start.) All of the noise reduction and
speech clarity responses indicated a strong preference for the CEP over the
standard helmet.

Table 8.1.
Results of midpoint and final questionnaire assessments (15 subjects).

Question Midpoint  Final

score score

Average number of flight-hours using CEP 30.5 40.7
Fit and comfort of CEP 4.2 4.1
Donning/doffing 3.5 3.5
ICS clarity 6.3 6.5
Radio communications clarity 6.3 6.6
Gender clarity (male) 6.1 6.6
Gender clarity (female) 6.0 6.6
Overall clarity 6.3 6.6
Noise reduction 6.3 6.4
Ability to hear warning signals 6.0 6.6

Weight (Mass) of Helmet/Communications

The weight (mass) of the helmet is critical when considering the
ultimate effectiveness when used in today’s military environment.
Individuals riding in aircraft or vehicles are subjected to significant forces
on the head and neck systembecause of head supported mass. These forces
become critical during high accelerations of the head caused by rough
terrain, direction changes to evade and escape, or mishaps. The weight of
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the communications system portion of the helmet, as shown in Figure 8.7,
is about 25% of the total weight. Table 8.2 shows the mass of each
communications component of the CEP, the HGU-56/P and an ANR earcup
system. Consideringthe limitin terms of weight (mass)savings, the use of
the CEP as a complete replacement of the earcup system would result in
saving about 198 grams for the HGU-56/P or about 290 grams for the ANR
communications system.

It is the authors’ opinion that the earcup performs a significantrole in
providing comfort for the user and for improving user acceptance of the
helmet system as a protective device and mounting platform. The earcup
is a very useful feature of the helmet system because it maintains stability
of the helmet/head relationship that would otherwise result in significant
degradation of the visual performance of the user when using displayed
image systems. The earcup also acts to isolate the external ear from
pressure of the helmet that would result in causing discomfort to the user.
The CEP will provide the major portion of hearing protection and the voice
communications signals while the earcup will supplement the protection,
resulting in adequate protection for any noise environment found in Army
aviation.

Lateral impact has been shown to cause significant injuries that have
on occasion resulted in fatalities (Shanahan, 1985). Research efforts to
reduce the potential of lateral impact injuries have resulted in the energy
absorbing earcup found in current Armyhelmets. Maintainingthe standoff
and energy absorbing capability of the helmet is important to the safety of
the aviator who maybe involved in a rotary-wing mishap. Reduction ofthe
earcup weight (mass), by reducing the wall thickness and redesigning the
flange may serve to increase the lateral impact protection while maintaining
the hearing protection and speech intelligibility provided the user.

3-D Audio

Auditory signals input through earphones are now capable of
simulating open field signals and are very good at providing the listener
information needed to localize a sound source. The auditory signal coupled
with visual signals combineto enhance the aviator’s ability to localize and
detect targets at smaller subtended angles (McKinley, Erickson, and
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prototype Comanche helmet.

Table 8.2.
Mass of the CEP and helmet communications components.
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Item Mass
(grams)
CEP with HGU-56/P interface cable and blown-air port 18.8
adapter 8.0
-CEP 5.0
-Interface cable 5.8
-Blown-air portadapter
215.0
HGU-56/P earcup w/ foam inserts, #2990 earseal, and #996
earphone - X2 175.0
HGU-56/P earcup with foam inserts and #2990 earseal - X 2 19.8
Earphone (Model #996) 308.4

ANR earcup and earseal - X2

D’Angelo, 1994). Helicopters like the LongBow AH-64 and Comanche
can benefit from the 3-D technique since radar signals are available as to
locations of targets relative the aviator. Parameters provided by the radar
can be used to place an auditory cue at the relative target orientation and
direct the head position to the proper location, thus increasing probability
of visual detection.

Locations of radio receivers may be distributed around the auditory
space of the aviator in a manner that will enable selective attention based
on the position perceived by the listener. ICSs may be adapted to provide
the listener with information as to the talker’s location and again allow for
selective attention that may be based on mission requirements at that
particular time. There are indications in the literature that the 3-D audio
approach may improve the speech intelligibility of information received
over the ICS (McKinley, Erickson, and D’Angelo, 1994). Currently,
helmet/communications systems in the aircraft are designed for monaural
operation. In the advent of 3-D audio, the system will require redesign to
accommodate binaural input.
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Human Factors 9
Engineering (HFE) Issues

Joseph R. Licina

I ntroduction

While the physical performance of an HMD system is important, of
equal importance are thoseissues involving user interfacewith the HMD.
Theseissuesinclude, but arenot limited to, theidentification of specialized
skillsand training for operation and maintenance, user adjustments, health
and safety issues anthropometry, fit, ingress and egress, and compatibility
with other required man-mounted and aircraft systems.

Manpower and Personnel Integration (MANPRINT) program

To emphasize the integration of human considerations into the design
and development of HMDs and all other materiel systems, the Army has
implemented the MANPRINT program. This program addresses
manpower, training and personnel requirements; health and safety issues,
and human factars issues. Safety issues areidentified through a Systems
Safety Assessment (SSA); health hazardsare identified through a Health
Hazard Assessment(HHA); and human factorsissuesareidentified through
an Human Factors Engineering Assessment (HFEA).

Manpower and personnel requirements

It is necessary to identify early onif the HMD system requires unique
or unusual human skills, abilities, or even special tools for either
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operational use or maintenance. Inview of the Army’s current reduction
of manpower assets, it behooves an HMD developer to minimize such
restricting requirements. And, as the Army has a philosophy of not
excluding personnel from specific assignments due to anthropometric
considerations. Therefore, the HMD helmet dimensionsmust not exclude
any significant portion of the aviator population. Anyone involved in the
evolution of HMD systems in the past have found fitting to be a very soft
skill that is perishable if not repeated on asemi-routine basis. Knowledge
of head and face anthropometry must be gained before proper articulated
fitting can be accomplished. Fitting requirements, to include specialized
skills and equi pment, must be minimized as the Army has resisted the
establishment of afull timemilitary occupational specialty for aviationlife
support equipment (ALSE) personnel. Under the existing system of an
additional skill identifier, ALSE personnel routinely only spend one
assignment in ALSE, then return to their primary military occupational
specialty to maintain currency for advancement in the rank. This severely
affects fitting skill quality and, invariably, the quality of providedfits.

Maintenance

Because advanced HMDs incorporate potertially fragile optical and
el ectronic components and require that an optical dignment, needed for
viewing and targeting, be maintained, they require increased carein their
day to day handling (Rash and Martin, 1988). The field environment in
which they operate, coupled with their constant daily usage, subject them
tonormal wear and tear andoccasional abuse. Thenormal field operational
environment experienced by Army aviators may be much harsher than that
of any of theother military services. Keep in mind that all Air Force and
Navy/Marine assets operated from fixed sites or airfields during our last
conflicts. The U.S. Army aviation units were forward deployed out of
desert sites with no fixed base support to allow for general environmental
protection of equipment. Today, in the Bosnian operation, Arny aviation
assets do not enjoy the same fixed basefacilities of the sister services. In
order to be acceptable to the mili tary aviation community, HMDs must be
ableto perform their intended functions without being degraded by normal
usage. When failure does occur, repairs need to be accomplished at the
lowest maintenance level possible. Where feasible, modular replacement
as a maintenance approachis critical.

A formal field maintenance program is essential for the fielding of
sophisticated HMDs. Developers must identify critical components and
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alignments which require periodic checks to ensure optimal daily
performance.

Dueto thelack of dedicated AL SE personnel, maintenancein thefield
traditionally suffersfromalack of repair and replacement parts during unit
deployments. Such items are not placed on the highest priority/minimum
essential equipment lists. ForIHADSS, repair hasbeen extremely effective
through themodular design approach. An excellent exampleisthemodular
electronic cans used in the head tracking system. Historically, the helmet
has not been a high maintenance concern, but the visionics has.

Training

Technology isatwo-edged sword. While supposed to make tasks and
equipment designed to aid tasks easier, technology can result in a system
which requires extensive training, either in its operation, maintenance, or
both. System designersmust providetraining packageswhich provide both
the users and maintainers with specific instructionsin system use. The
Army has the responsibility to ensure the use of such packagesin aviator
training. And, thistraining should beintroduced as early aspossibleinthe
basic training program. It isimperative that the understanding and use of
HMDs not be | €t to the avigor on his own (Newman, 1995).

In alook at lessons learned with the IHADSS HMD in the Apache
(Newman and Haworth, 1994), it was reported that student aviators
typically require approximately 25 hours of training to learnthe IHADSS.

A final point relatingto trai ning isthat sophisticated systemsinherently
require more careful handling, which can only be achieved through
ruggedized designs and aviator training/education.

System safety assessmernt

Safe and effective operation of the HMD is an important goal. The
SSA isintended to identify system and personnel factorswhichpotentially
may result in injury or death to the user or maintenance personnel under
normal or nonroutine (e.g., aert, emergency, combat, etc.) operating
conditions. It serves to establish safety requirements and training
recommendationsfor operational and maintenancepersonnel. In addition,
the SSA documents the occurrence, investigation, and proposed correction
of mishaps or possible safety concerns associated with the system The
SSA is conducted using the guidance provided in Army Regulation AR
385-16, “ System saf ety engineering and management” (1985) and Military
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Standard MIL-STD-882B, “ System safety programrequirements’ (1984).
During the SSA, all safety related issues should bedocumentedin a Safety
Hazard Log, maintained for this purpose.

Every system will pose safety issues. However, the bed safety
approach is to design safety into the system. Wiener and Nagel (1988)
summarize a 4-step approach to minimize safety issues as derived from
MIL-STD-882B (1984). These steps are presented in Table 9.1.

Table 9.1.
An order of precedence for satisfying system safety concerns.
(Wiener and Nagel, 1988)

Step Description

Design for minimum risk Eliminate hazards through
selection of alternate designs.

Incorporatesafety devices Include hardware/oftware failsafe)
mechanismswhich prevent hazard
from leading to mishap.

Provide warning devices Including visible or audible
displays when alert user to hazard.

Develop proceduresand training | Provideinstruction and training to
enhance user understanding of
potential hazards and possible
means of circumvention.

Health hazard assessment

Every system by virtue of itsphysical and chemical characteristics has
the potential of exposing the user or maintainer to hazards. The HHA
should be conducted in general accordancewith AR 40-10,“ Health hazard
assessment program in support of the Army acquisition decision process’
(1983). The primary process of the HHA is the analysis of the system
under evaluation, including subsystems and componerts, for the purpose
of identifying potential health hazards (Leibrecht, 1990). These hazards
generally are classed into six major hazard categories: Mechanical forces,

chemical substances, biological substances, radiation, electricity, and
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environmental extremes.

Following identification of potential hazards, an assessmernt of each
hazard should be performed. This assessment may involve testing of the
hazard parameter and consequent data analysisto establish the level of the
hazard. In some cases, this assessment may be based on historical daa
acquired through an established history of theuse of a specific device or
material. Based on the hazard analyses, recommendations of actions to
eliminate, reduce, or control them should be presented. During the early
phases of system development, where insufficient data or hardware are
available, an Initial Health Hazard Assessment Report (IHHAR) may be
prepared.

HMDsintroduceseveral potential hazardsby virtue of their mechanical
and electrical design. These hazards may be grouped into othersassociated
with the presence of add-on rday optics and of the image sources
themselves (e.g., CRTs and FPDs).

Besides the additional head-supported weight and associated torque
about the head and neck CM, the presence of the relay optics just
millimetersaway from the face and eye(s) increasesthe potential for facial
lacerations and ocular injury during mishaps.

The image sour ce, usually helmet-mounted, can introduce electrical,
radiation, and chemical hazards. All image sources require electrical
voltages which can result in electrical shock. While voltages associated
with most FP technology displays are within the range of 20-200 volts,
miniature CRTs use operating voltages in the order of 7-10 kilovolts. Itis
important that the design of wiring harnesses, electronic assemblies, and
the display modules themsdves minimize the possible exposure to
electrical shock during normal operation, maintenance, and mishaps
(MacMillan, Brown, and Wiley, 1995). When CRTs areused astheimage
source, the presence of the high voltage (at the anode) increases the
potential of radiated electromagnetic fields. At a minimum, the HMD
should meet ANSI C95.1, “Radio frequency protection guide” (1991).

I nadvertent hazardous voltage rel ease due to an emergency (no hands)
disconnect such as a cockpit emergency egress is an issue that must be
addressed in basic design along with the hazards associated with the
multiple disconnects for communications and visionics. Single-point
disconnectshave becomethe required standard in designing such systems.

User A djustments
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On electro-optical HM D devices, both monocular and bhinocular, there
may be mechanical, electronic, and/or optica adjustment mechanisms
available for the user to optimize the attributes of the imagery. The
mechanical adjustmentsareused primarily to alignthe optical axesand exit
pupilsof the device to the entrance pupils and primary lines of sight of the
user. Theelectronicadjustments may include display brightness, contrad,
electronicfocus, sizing, sensor sensitivity characteristics (gain and off-set
for FLIR), etc. Theoptical adjustments may include the focus adjustments
for the eyepieces and sensor objectivelens, and magnification selection for
targeting and pilotage sensors.

Mechanical adjugments

Except for some early hand-held HUDs used inhelicopter gun shipsfor
rocket and minigun alignment, the fixed HUDs have no mechanical user
adjustments except for seat height. Far HMD types, the mechanical
adjustments may include IPD, fore-aft, vertical, tilt, roll, yaw, etc. The
mechanical adjustment components may range from finethreaded
individual adjustments for one axis or plane to friction locks with ball-
joints that include all axes and planes. The mechanical range of
adjustments have typically been based on the 1" to 99" percentile male
user.

Each mechanical misadjustment affectssome visual characteristic, but
the adjustments are interrelated (King and Morse, 1992; McLean et al.,
1997). For example, with the nonpupil forming ANVIS, when the fore-aft
adjustment is set exactly at the optimum sighting alignment point (OSAP)
which is the maximum viewing distance that provides a full FOV,
increasing the fore-aft distance from the eye along the optical axis
proportionallydecreasesthe ANVISFOV (Kotulak,1992; McLean, 1995).
From the OSAP, misalignmert of the IPD will decrease the FOV in the
opposite direction of display movement far each ocular, thereby reducing
the binocular FOV, but will not reduce the total horizontal FOV.

Misalignment of the IPD of the NV Gs has beenblamed for disrupting
depth perception (Sheehy and Wilkinson, 1989) and inducing vergence
errors (Melzer and Moffitt, 1997). Howeve, when the eyepieces are
adjusted to infinity, vergence changes do not occur (McLean et al., 1997).

For a pupil forming system, when the pupil is moved forward or aft of
the eye box that is formed around the exit pupil location along the optical
axis, the FOV will bereduced. If the pupil of the eye is moved laterally
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from the edge of the eye box, the full FOV of the image will be
extinguished within the digance of the width of the eye pupil.

For NV Gs, the displacements of the right and |eft oculars together or
relative to each other around therall, tilt, and yaw axeswill not displacethe
viewed image when focused at infinity, since the sensor and display are
physically bound together and located near the eye. The individual FOV
will be displaced in the direction of movement, but not the image.
However, for HMDswith remote sensors, any relative movement between
oculars around the axes will displace the images and change the
convergence, divergence, or cyclo-rotation to the eyes. For the monocular
HDU of the IHADSS, the mechanical adjustments are fore-aft and roll.
The combiner can be moved up and down for eye alignment with the
optical axis of the HDU, but most of the alignment is obtained with proper
helmet fit to keep the combiner at the lowest position to obtain the
maximumeye clearanceand FOV. Misalignment of theHDU and IHADSS
helmet outside a specific value will not allow a proper boresight with the
total system.

Activation, adjustment, or movement of any mechanism on the HMD
must be accomplished by the user through tactile identification and
activation through the aviator’s flight gloves, as well as, the chemical
protective over-glove currently used. Removing glovesfor adjustmentsis
not a viable option.

Electronic adjugments

On present night vision imaging systems such as ANVIS, there are no
user electronic adjustments provided. The tube amplification and
automatic brightness control (ABC) level are set at the factory according
to specifications. Since the 2™ and 3 generation intensifier tubes are
basically linear amplifiers with a gamma approaching unity (Allen and
Hebb, 1997; Kotulak and Morse, 1994a), the imaged ocontrast should
remain constant for changesin light level and between right and | eft tubes.
A field study & a U.S. Army NVG training facility measured the
differencesin ANV ISIluminance outpu between theright and left tubesfor
20 pairsof ANVISand found 15% of the sampl e had luminance differences
greater than 0.1 log unit (30%) below the ABC level and none had
differencesgreater than 0.1 log unit above the ABC level (McLean, 1997).
The recent AN/PV S-14 monocular night vision device for ground troops
has a user adjustable gain control, which may be incorporated in future
aviation NVG designs.
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For HMDs with remote sensors, both the displays inthe HMD and
sensor usually have user adjustmentsfor optimization of theimage. For the
monocular HDU with the IHADSS the pilot can adjust the contrast and
brightness of the CRT display with the aid of agrey scaletest pattern. The
thermal sensors can be optimized by adjusting the gain and bias levels,
wherethe gain refersto the range of temperatures, and the biasthe aver age
or midpoint temperature. The <ensor can electronically transmit
approximatdy 30 grey levels, where the HDU can only show about 10 grey
levels (Rash, Verona, and Crowley, 1990). This means that scenes
containing objects with large temperature differences would either cause
loss of details from the saturation of hot objects and/or no contrast for
cooler objects from the background. Thermal sensors are used for both
pilotage and target detection. The gain and bi as adjustments to optimize
the contrast between the trees and <y for pilotage are considerably
different thanthe"hot spot” technique used for the copilot/gunner for target
detection. Therefore, theuser will desireboth manual and automatic sensor
adjustment options to obtain specific information for a given scene.
Thermal sensors also have an optionto electronically reverse the contrast
(polarity) from either white hot or black hot to either improve target
detection or provide amore natural visual scene for pilotage.

Optical adjustments

For NV Gs, the user has both eyepiece and objective lensesto adjust for
optimum resolution. The objective lens focus is independent of the
eyepiece focus and is similar to the focusing of a camera lens. The
eyepiecefocusadjuststhe spherical lenspower to compensat efor the user's
refractive error (hyperopiaor myopia) and/or induced accommodation. The
standard objectivelensesfor ANVISand theAN/PV S-5 NV Gsadjust from
approximately 10 inches (4.0 diopters) to infinity for the AN/PV S-5s ard
dlightly beyond infinity for the ANVIS. This 4-diopter objective lens
adjustment range is obtaned with approximately a 1/3 (120-degree)
rotational turn of the focusing knob. Thismeans 1 degree of objectivelens
rotation equatesto approximately 0.03 dopter. Withtheveryfast objective
lens for ANVIS (f#/ 1.2), detectable blur was found with as little as 0.05
diopter of objective lens misfocus (McLean, 1996). The latest fielded I°
version (ANVIS-9) incarporates a fine focus objective lens where 2 turns
(720 degreesrotdion) changethefocusfrominfinity tol meter (1 dopter).
Objective lensfocus with the ANV IS-9or the Air Force 4949 isboth mare
precise and much more steble during flight.
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Eyepiece diopter focus: Fixed or adjustable? The most controversial
subject for night imaging devices has been the eyepiece focus for I?
devices and HMDs. Previous literdure has suggested that dark focus,
instrument myopia, and night myopia could play a significant part in
determining the optimum lens power for night vision devices. A study by
Kotulak and Morse (1994b) includes an extensive review of thisliterature.
One group of visual scientists (Moffitt, 1991; Task and Gleason, 1993)
suggests using fixed focused systems with a diopter value from 0.00 to -
1.00 (infinity to 1 meter). Using aviators labeled emmetropic, other
researchers have found better visual resolution with user focusadjustable
eyepiecesthan withinfinity fixed focused eyepieces (Kotulak and Morse,
1994a; Task and Gleason, 1993). Usingthe most pluslenspower focusing
monocular technique, Kotulak and Morse (1994b) reported that 13 aviator
subjectshad adjusted the eyepiecefocus an average of -1.13 diopters (0.63
SD) with a mean difference between right and left eye focus of 0.57
diopters (0.47 SD). Using the same focusing technique with 12 subjects,
Task and Gleason (1993) found an average eyepiece setting of -1.05
diopters (0.24 SD) and with a mean difference between right and left eye
focus of 0.40diopter (0.29 SD).

With the HDU monocular systemof the IHADSS, Behar et. a (1990)
found the average diopter eyepiece setting by 20 Apache pilots was -2.28
diopters, range 0 to -5.25 diopters. The frequently reported symptoms of
asthenopia and headaches were attributed to over stimulating
accommodation. [This was attributed to the failure of the IHADSS to
provide a zero diopter detent or marking on the HDU focus knob.]
However, CuQlock-Knopp et a. (1997) found an average diopter setting
for amonocular NVG and the biocular AN/PVS-7 for 22 subjects to be
1.47 diopters and -1.54, respectively, with standard deviations of
approximatdy 1 diopter. CuQlock-Knoppet al. (1997) also evaluated the
relationship between the value of the eyepiece diopter setting and the
reported eyestrain, and found no significant correlations with either the
monocular or the biocular NVG.

For the classical HUD that is mounted on the glare shield and used for
an aiming device, the crosshair or pipper must be collimated & infinity to
retain alignment with small head and eye movements. For themonocular
and binocular night imagingdevices, theinfinity eyepiece focuswill result
in some nonspectacle wearing users having less than optimum resolution.
Several visual scientists (e.g., Task, Gleason, McLean, et al.) believe that
some of the so called emmetropic aviators that do not wear corrective
lenses are actually low myopes (-0.25 to -0.75 D) (Kotulak and Morse,
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1994b) that will show reducedresolutionwith decreasing light level swhich
increase the pupil 9ze and blur circle on the retina. The eyepiece lens
power that provides most userswith the best resolution with NVGs and
HMDs appears to be slightly minus power between approximately -0.25
and -0.75 diopter. To ensurethat optimum resolution is obtained by the
aviation population of all of the nonspectacle wearing and spectacle
wearing personnel usingnight imaging devices, asmall range of adjustment
would be desired, and better training in focusing procedures, to include a
binocular focusing method to control accommodation with vergence. A
problem found with some fixed-focused viewing devicessuch asthe " Cats
eyesNVGs' hasbeenthe ability of the factoryto precisely set theeyepiece
focus within a 0.12 diopter tolerance. The zero position on the diopter
scale of newly received ANV IS was found to vary by up to 1.25 diopte's
on 10 setsof NV Gs. The military specification for the zeroscaletolerance
for NVGs is 0.50 diopter, which would result in blurred vision for
emmetropic usersif the error were on the plus lenspower side. With the
newer generation of image intensifiers and thermal sensors, the resolution
has improvedto approximatdy 20/25 for optimum conditions. Therefore,
the focus adjustments for both the obj ective and eyepiece will be more
critical than previous night imagng devices. Therefore, we recommend a
small range of usea adjustable eyepiece and objedive lens focus for the
image intensifier systems and for the eyepieces of HMDs.

Anthropometry

Since the head is bang used as the basic support platform for the
HMD, itisimportant to understand itsanthropometry. This point waswell
illustrated in the initial fielding of the IHADSS. The helmet and fitting
system were designed to the parameters of the SPH-4 series hdmet. The
fit of the SPH-4 to the Army aviator population had been proven
satisfactorily.  This is attributed to the fact that the manufacturer
deliberately built a helmet which exceeded the basic sizing requirements.
When the IHADSS helmet was built to specifications, the Army test pilots
found the helmet to be“tight” to “unacceptable.” A quick survey (Sippo,
Licina, and Noehl, 1988) of 500 Army attack helicopter aviators revealed
head sizes exceeding existing design specifications. These data, coupled
with continuing fielding fit problems, ledto afollow-on $1.6 million effort
in the design and fielding of an extralarge IHADSS helmet size.
Subsequent helmet designs, such as the HGU-56/P, have taken into
consideration and accommodated the small evolving female aviator
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population of the Army as well as the large male population.

Defining head anthropometry requires an understanding of the basic
head parameters and how they are measured (Table 9.2). While not fully
defining the head and articulating all measurements that may be required
for head-mounted systems, these are the basic design parameters currently
used. Additional considerations may include: Bizygomatic breadth (the
maximum horizontal breadth of the face (beween the zygomatic arches),
menton-sellion length (the distance between the top of the nose and the
bottom of the chin, necessary for oxygen and protective mask nose cups),
eye inset (the distance between the supraorbital notch (eyebrow) and the
corneaof the eye, aswell asthe distance fromthe most forward point of the
zygomatic process (cheekbone) to the cornea), the dsparity between eye
inset for the two eyes, the disparity between the vertical positions of the
two eyes, and the disparity between the vertical and horizontal pasitions of
thetwo ears. In addition, neck circumference couldbecome an issue when
sizing between the large mele and small female.

Anthropometric measurement is a difficult skill to develop and
maintain. Accuracy and repeatability of measurements continue to bethe
most difficult challenges to the trained anthropometrist. Statistically
reliable measurements require a complex sampling plan, including
measurement methodol ogi es, instrumentation, personnel qualification and
currency, and measurement validation. Recent advances in 3-D
anthropometri cimaging/mappingtechniques show great promisefor future
assessments (Brunsman, Daanen, and Files, 1996; Whitestone, 1994).
However, current limitations include mapping bony landmarks, hair, and
tissue compression as a function of plannedfit.

TheArmy standard for head anthropometry isthe 1988 Anthropometric
survey of U.S. Army personnel: Pilot summary statistics (Donelson and
Gordon, 1991). The survey represents the most recent analysis of the
combined U.S. Army and Army aviator popul ations, both maleand female.
However, the 500 attack pilot head anthropometry survey (Sippo, Licina,
and Noehl,1988) revealed a head size disparity within the male attack
helicopter subpopulation. Thisdisparity isthat Army attack aviators tend
to have larger head dimensions than the general aviator population.
Requirementsfor additional (under the helmet) equipment (e.g., protective
masks and hoods) add a deltato the required head sizing considerations.
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Table9.2.

Head anthropometry parameers.

M easurement parameter

Head breadth

Measurement definition
(Donelson and Gordon, 1991)

The maximum horizontal breadth
upon the attachment of the ears,
measured with spreading caliper.

Head circumference

The maximum circumference of
the head above the attachment of
the earstothe head, measured with
a tape passing just above the
ridges of the eyebrows and around
the back of the head.

Head length

The distance from the glabella
landmark between the two
browridges to the most posterior
point on the back of the head,
measured with aspreading cdiper.

Interpupillary breadth

The distance between thetwo
pupils, measured with a
pupillometer.

Bitragion caronal arc

The surface distance between the
right and left tragion landmarks
across the top of the head,
measured with atape. Theheadis
in the Frankfort plane.

Withthese deltas, thelargest hd met size should fitahead length dimension
of 8.75 inches (22.25 cm), a head breadth dimension of 6.90 inches (17.53
cm), and a head tragion-vertex height dmension (the distance from the
tragion to the top of the head withthe head in the Frankfort plane) of 6.15
inches (15.62 cm) (Rash et al., 1996). However, these ranges do na
address nonaviator maintainers (e.g., the general Army or civilian

populations).
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Although not initialy included as a requirement for the RAH-66
Comanche HIDSS design, by congressional mandate, al future systems
must accommodate an anthropometric range of a minimum of the 5"
percentile female. This requirement has since been addressed by the
Comanche program.

Fitting

Thesuccessor failureof any HMD systemisreliantupon an articul ated
and repeatable fit. Historically, helmet fit has been afunction of comfort
and maintenance of designed protectionthrough theretention system. As
use evolved, placement of communication systems required increased
stability and a generd repeatability of fit. With the advent of visionics,
stability and an articulated fit were required to maintain an acceptable exit
pupil for optimized FOV. The process of helmet fitting began with
tightening a chinstrap on a*“onesize fits all” helmet to the present, where
we are able to independently adjust chinstraps, nape straps, earcups,
microphones, visors, and display optics (monocular or biocular).

Aseach new capability (e.g.,communications, visionics, etc) has been
added, stability has become anincreasing priority. Notonly is stability a
function of the retention system and head interfece, but it is subject to
degradation through outside factors such as stiffness of electronic cabling
connecting the helmet to the aircraft and/or aircraft vibration as it relates
to the mass and inertia of theheadborne system. The resultant comfort of
the above integrated systems can not be taken for granted. A recent
exampleisthe discomfort caused by thechinstrap of the IHADSShel met.
Although a design acceptable from a crashworthiness stability, and valid
engineering standpoint, interference with the motion of the aviator's
laryngea (Adam’s apple) during swallowing necessitated a complete
redesign of chinstrap placement within the retention system prior to final
acceptable fielding.

Directly related to stability is adjustment and sizing. The addition of
the femal e popul ation has demanded an expansion in size accommodation
requirements. Numerous studies articulate the extreme dfficulty in
correlating the independent variables of head anthropometry for purposes
of helmet design and sizing. Percentileintervals can describe thelimits of
fitonly through multidimensional distributions. Sippoand Belyavin (1991)
sufficiently described a method of this process based upon generalized
distances from the means to define the population to be covered. Their
model included fitting schemain 8, 9, 15, and 27 sizes. The9-sized scheme
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provided a 93.9% accepteblefit, while the 15-sized scheme only increased
the acceptablefit to 97.6%. The IHADSS helmet isfielded in three sizes
(medium, large, and extra-large). The [HADSS doesnot accommodate the
small female, and even for the male population requires custom fitting,
taking 2 hours for an initial fit with subsequent fittings the norm. The
HGU-56/P, the current primary candidate for Comanche, has 4 shell sizes
(5, M, L, and XL) with 6 impact liner sizes. This system is designed and
has been fielded as a system requiring minimal fitting skill andtime.

Support equipment required for the basic helmet fitting processes can
include screwdrivers Velcro™ attachments, and/or special tool sto remove
interior liners, communication assemblies, ec. Visionic alignment and
validation can expand thelist of support equipment toin excess of $30,000
(in the case of the early IHADSS fitting kits).

The Army’ s first experience with customfitting HMDs was with the
IHADSS and resulted in a number of lessons learned (Rash et al.,1987).
First was the difficulty in overcoming the Army’s decision not to identify
specialized personnel to serve as dedicated fitters due to personnel
constraints. Second wasthereluctancetoinvest inthe specialized visionics
support alignment and validation equipmert initially recommended by the
manufacturer. A scaled down equipment kit was purchased and found to
be inadequate. Third was programming allotted time within the
compressed class schedule for the fitting and alignment process prior to
first flight. Fourth was the initial resistance to expending resources on a
specialized padded helmet bag, which provided greaer protection for the
delicate relay optics during storage and use in the field. Fifth was the
extent of modularity/breakdown of subassemblies for the purpose of
reducing replacement costs. For example, in IHADSS, one of the most
common items for replacement was visors. However, visor replacement
required replacement of theentire visor assembly, i.e., visor housing, visor
cover, and visor track and spring assembly, increasing the cost fromless
than $100.00 to jugt under $1000.00. [Note: Thisissue has been resolved
by a parts breakdown and individual component procurement.]

While quality of fit is subjective by nature, Stiffler and Wiley (1992)
have attempted to loosely quantify fit using a “fit equation” which
addressesthree areas of fit: comfort, optical adjustment, and stability. The
equation is expressed as:

FIT = (comfort) + (optical adjustment) + (stability) Equation 9.1

Comfort is a critical factor because discomfort, which can manifest
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itself as areas of increased pressure or “hot spots,” can result in headaches
or general discomfortwhich distracts, degrading performance. Theoptical
adjustment factor represents the ability of the wearer to adjust the opticsto
achieve full FOV. The last factor, stebility, addresses the ability to
maintain the exit pupil(s). A displacement of the exit pupil(s), with the
accompanying reduced FOV, due to helmet slippage or transmitted
vibration reduces mission effectiveness. However, a deficiency of the
model isthe failure to provide any numerical values for these factors.

Egress

In general, normal ingress and egress from the airaaft cabin is
becoming more of a challenge as we further encumber the aircrew and
shrink the entry access, as through the canopy doors of the AH-1 Cobra,
AH-64 Apache, and RAH-66 Comanche. Aviators first started doffing
equipment, e.g., NVGs on the SPH-4 in the cockpit seated position, to
avoid inadvertent release and damage during entry and exit. AH-64
aviators rarely enter or exit the cockpit wearing the IHADSS helmet,
primarily to prevent damage to the head tracking photosensors mounted on
the helmet. Once inside and secured, the helmet communi cation assembly
and video cablesare plugged in, and theHDU can be atached; uponexit,
the HDU must be first removed. In the event of emergency egress, the
three attached cables are each provisioned with a hands-free release. If
mission scenarios dictate, the M-43 protective mask and blower assembly
also possess a separate hands-free release capability. The RAH-66
Comanche program is engineering a single-point release of al head
attached cables for emergency egress.

Equipment Compatibility

All HMD designs must be physically andfunctional ly compatiblewith
all existing aviationlife support and mission equipment. Examplesinclude
corrective/protective eyewear, protective masks, oxygen masks, shoulder
harnesses, survival vests and flotation equipment and components, body
armor, aircraft seat armor, and cabininterior structuresandsystems. Figure
9.1 shows a frontal view of an Apache aviator wearing a full ALSE
ensemble with M-43 mask. Figure 9.2 shows the potential for interior
aircraft compatibility by, depicting an aviator in the Apache front seatwith
thel[HADSSHDU attached. Potential compatibility problem areaswiththe
Comanche HIDSS were found with body and seat armor, shoulder harness
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and buckles, and survival vest and flotation equipment due to the low
mounting of the miniature CRTs.

In the past, attempts have been made to integrate and achieve
compatibilitywith protective masksandvisual correction/pratection. With
often different manufacturers for each comporent, this has been a
formidabletask. A fairly recent example of the integration processisthe
IHADSS helmet. The helmet was intended to befitted whilewearing the
M-43-A1protectivemask (designationchanged to M-49 after 1996). When
the mask was not being worn, acustom skull cap was to have been usedto
replicatethe thickness and bulk of theprotective mask. However, Apache
aviatorsare not using the skull caps, so the helmet doesn't fit properly when
the M-43 (M-49) mask is needed. The mask itself was designed to
minimize the adverse effeds with the HMD.

The small bubble lenses of the M-43 mask were designed to fit very
close to the eyes to minimize eye clearances with the HMD. However,
since many IHADSS users can not obtain a full FOV even without the
mask, the addition of the mask further increases the distance between the
HDU and the eye, reducing the FOV. The closefitting eye lenses can fog
within a minute unless sufficient air is artificially circulated within the
mask. The over pressure and additional air is provided by a battery
powered blower when outside the aircraft and by aircraft power when
inside the aircraft. The batteries are lithium with no readily avalable
commercial equivalent, and have adurati on of approxi mately 8 hours with
use.

Toprovidelenscorrection for distant vision, contact lensesare used for
Apache aviators since any correcti ve lens outsert would increase the eye
clearance and further reduce compatibility with the HDU. For presyopic
Apache pilots, the bifocal contact lenses have not been approved. Also,
fitting one contact for near and the other for far vision has also not been
approved for Army aviation. The use of contact lenses by other than
Apache pilots has not been approved due to thelack of adequate logistics
and visual support (optometristsand ophthalmol ogists) tofit thelensesand
to follow-up with periodic examinations.

Under certain conditions, NV Gs provideinformationthe FLIR cannot.
Using only the FLIR, Apache pilots have difficulty in detecting other
aircraft at night with covert lighting that is only visible to NVGs. Also,
under any moonillumination, theANVISresolutionisgreater thanthefirst
generation FLIR. Therefore, the gunner co-ilots (front seat) were
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Figure 9.1. A frontal view of an Apache aviator wearing a full
AL SE ensemble with M-43 mask.

Figure 9.2. An aviator in the Apache front seat with the IHADSS
HDU attached.
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authorized to use ANVIS. The IHADSS visor would not support the
ANVIS mounting bracket, so a custom visor bracket kit was developed to
mount the standard ANV IS SPH-4 visor assermbly on the IHADSS helmet.
The available mounting points onthe IHADSS helmet for the ANV IS visor
produces a downward tilt of the ANVIS auch that the pilots have to
constantly tilt their head backwards for straight ahead viewing with the
ANVIS even with the ANV IS tilt adjustment inthe maximum up position.
The guidance for the use of ANVIS in the AH-64 is to mount either the
ANVIS or the HDU on the helmet, but not both. However, many of the
Apacheaviators mount both, which increases the head supported weight to
>6.51bs.

The Apache helicopter uses a near infrared laser range finder and
designator that is not eye safe. To initialy protect the Apache
crewmembers, laser protective spectacles, plano or with correction with
KG-3 glasswerefielded. The KG-3 glass appeas slightly grey tinted and
with 3-mm thicknessprovidesapproximatdy 80% visual transmittancewith
> 4.0 optical dendty (O.D.). Tointerface with the HDU, the right lensof
the standard aviator frames was reduced in size and reshaped To further
reduce the effect on the FOV of the HDU, theright lens of this modified
spectacle was typically increased in pantoscopic tilt (i.e., pitched down).
At the same time, a development program was initiated to produce visors
with laser protection to replace the spectacles. Unfortunately, the only
suitabl e technology was dye or absorptive materials which may affect the
ballistic protection of polycarbonate, and significantly reduces visual
transmittance and induces color properties. Becauseof the proliferation of
ruby lasers for range finders and designators by the former communist
block, thelaser protective spectad esand visorsincluded dyesto absorbred
wavelengths. The visible transmittance was further reduced to less than
40% with agreentint. Withthe possibility of usinglaser wavelengths that
match the sensitivity wavelengthsof the eye, the absorpti ve dyetechnology
for laser protection produces vidble transmittance that are both
unacceptable to the aviator for night flight and block the wavelengths
emitted from the instrument panel, head down displays and position lights.

Limited balligtic protection for the eyes has been available with the
initial fieldi ng of the SPH-4 aviator helmet with the polycarbonate visors
in 1970. Thevisorswill not stop bullets, but will reduce the injuries from
spall andflashfires. At present, no other clear optical material providesthe
degree of ballistic protection for a given thickness as polycarbonate.
Therefore, we anticipate that polycarbonate visors will be used for future
HMD systems.
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USAARL evaluated anuclear flashblindnessprotectivedevicewiththe
initial development of the HGU-56/P helmet program in the early 1980's.
A certain material of lead, lanthanum, zirconate, and titante (PLZT) could
be electronically switched rapidly in polarity, such that when sandwiched
with anear infrared blocking material and a fixed polarizing material, the
visual transmittance could be vaied from full open state (approximately
20%) to afull off (OD >3.0) in approximeately 150 microseconds (McL ean
& Rash, 1985). The original PLZT goggles were developed for nuclear
bombers such as the B-52 and B-1 in the Strategic Air Command (SAC),
where the crewmembers would haopefully be just outside the blast,
radiation, and/or heat damage radii of the weapon. Tactical fighterscould
also deliver smaller nuclear weapons, but the evaluation of the PLZT
goggles for the fighter aircraft was not favorable, due to the weight and
visual transmittance (Templin, 1978). Also, thetactical fighters would
probably have delivered theweaponsin the daytime duringthis eraand the
effects of temporary flashblindness in the daytime would be minimal for
the smaller nuclear weapons.

USAARL also found that the PLZT €lectronics, which detected a
certain increase in ambient luminance in approximately 4 microseconds,
could be accidentally activated by therotor blades and when near a radar
station. The designers of the PLZT goggle had found that the material
could be discharged quicker than when charged to change the
transmittance. Unfortunately, in order to obtain the desired switching
speed, this meant that when the nuclear flash protective goggle failed, it
was basically opague. Other materials such as liquid crystals have also
been evaluated for an el ectronic shutter and variable visual attenuator, but
switching speed and minimum transmittance val ues have been of concern.
With the electronics in the lens materias, it was questionable how the
lenses or the electronic drive circuitry could beshielded from the effects of
el ectromagnetic pulse (EMP) from anuclear explosion . However, thereal
problem with the nuclear flashblindness protective device requirement is
the concept for helicopter operations. Unless the nuclear device was
delivered by the helicopter on an enemy not havinganuclear capability, the
visual trade-off, even if the device worked, would not be logical. One of
the most dangerous places a pilot coud be during a nuclear attack would
bein ahelicopter near the ground. Inthe European scenario with atactical
nuclear war with the former Warsaw pact, the very basic unclassified war
game models showed that the only helicopters that could survive were the
oneshidden in bunkers. Therefore, we do not recommend the need for
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anuclear flashblindness protectivedevicefor Air Warrior or Army aviation
with the known technology.
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Introduction

Inherent to any design program is the need to test and evaluate
operational performance. Such testing should begin during the earliest
phases of development. The end goal should be to fully qualify the system
at first flight. Unfortunately, in many past programs, waivers were
requested for performance failures which were identified and known for
some time. Despite the belief of program managers, the easiest and most
cost-effective time to solve a problem is when it is first discovered.

At the very least, testing and evaluation should be a required action at
all major program milestones. Detailed test plans should be predeveloped
but be flexible enough to accommodate the recognized complexity of HMD
systems. It is not to be expected that one grand HMD test and evaluation
plan will serve for all HMD designs. However, there are some basic testing
tenets and system parameters which should be considered, if not required,
for a thorough testing plan.

As applicable, testing should consist ofa bench (laboratory) phase and
a field phase. Also, as applicable, testing should be at the subsystem, as
well, as the system level. For the Army aviation HMD design, the basic
subsystems are: image source, display optics, helmet, and tracker.

Laboratory
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Testing for most, ifnot all, systems and subsystems can be performed
in a laboratory environment. Such testing allows for controlled conditions
and produces the most repeatable data. The basic Army HMD design
consists of three sections: Image source, relay optics and tracker. While
all three sections are required, it can be argued that the image source is the
most critical section. For image source evaluation, CRT techniques are
well established and can be found in a number of sources (Verona, 1992;
Anstey and Dore, 1980; Verona et al., 1979; Task and Verona, 1976).
Task (1979) identified a large number of CRT performance FOMs. They
were divided into three categories: Geometric, electronic, and photometric
(Table 10.1).

Table 10.1.
CRT display FOMs.
Geometric Electronic Photometric
Viewing distance Bandwidth Luminance
Display size Dynamic range Grey shades
Aspect ratio Signal/noiseratio | Contrast ratio
Number of scan lines | Frame rate Halation
Interlace ratio Field rate Ambient illuminance
Scan line spacing Color
Linearity Resolution

Spot size and shape

Modulation transfer
function

Luminance uniformity

Gamma

Quast and Marticello (1996) have developed a test and evaluation plan
for flat panel displays intended for military applications. This plan
emphasizes the need for continuous testing, identifies test categories (Table
10.2), and suggests appropriate test equipment and facilities.

Rash et al. (1996) present an extensive assessment methodology for
testing rotary-wing HMDs. It provides recommended test parameters (at

Table 10.2.
Recommended FPD image source evaluation program.
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(Quast and Maricello, 1996)

Test category Test issues

Photometric, radiometric, colorimetric Luminance, contrast, uniformity, viewing
angle performance, reflectance,
transmittance, color gamut, response,
dimming range

Environmental Temperature, vibration, shock, chemical
exposure, water/salt exposure

Qualitative Readability, legibility, image quality

Mechanical, physical, and electrical Weight, CG, volume, power consumption,
efficiency, heat generation

system and subsystem level), equipment, techniques, and criteria. A
summary of recommended tests are provided in Table 10.3.

In-Flight

Laboratory evaluations, no matter how thorough, can not fully assess
the performance of an HMD system. An in-flight evaluation is required to
assess performance under actual operatingconditions. As inthe laboratory
evaluation, tests should include operational parameters, potential health
hazards, safety issues, and human factors concerns. A comprehensive in-
flight assessment plan, developed specifically for HMDs by the U.S. Army
Aviation Technical Test Center, Fort Rucker, Alabama, is provided in
USAARL Report No. 96-1, “Assessment methodology for integrated
helmet and display systems in rotary-wing aircraft” (Rash etal., 1996).

Comprehensive testing should look atreliability, logistic supportability,
as well as an HHA and SSA, which addresses the identification of potential
health hazards and safety concerns. In addition, HFE problems should be
noted, thereby emphasizing the integration of human performance and
system performance.

Reliability testing provides the opportunity to identify subsystems or
componentswhich exhibit a short mean time between failure (MTBF). The
frequency of failure of specific items allows early estimation of logistical

Table 10.3.
Recommended integrated HMD test parameters.
(Adapted from Rash et al., 1996)
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Optical/Visual

System
Visual field

Spectral transmittance

Physical eye relief

Interpupillary distance
range

Luminous transmittance

Chromaticity

Neutrality

Prismatic deviation

Refractive power

Cockpit display
emission
transmittance

Display

Field-of-view

Image overlap

Resolution (visual
acuity)

Extraneous reflections

Luminance range

Grey levels

Chromatic abermation

Contrast ratio

Exit pupil size

Focus range

Spherical/astigmatic
aberration

Image rotation

Image luminance
disparity

Vertical/horizontal
alignment

Distortion

Luminance uniformity

Static/dynamic
uniformity

Biodynamic

System
Mass properties

Impact attenuation

Stability

Dynamic retention

Anthropometric
fit/comfort

Ballistic protection

HMD breakaway force

Protective helmet
Shell tear resistance
Chin strap assembly

integrity

Head tracker/aiming system
Motion box size

Update rate

Jitter

Pointing angle accuracy
Pointing angle resolution

Clarence E. Rash, John C. Mora, and Melissa H. Ledford

Acoustical

System
Real-ear attenuation

Physical-ear
attenuation
Speech intelligibility

Earphone/earcup
Sensitivity
Distortion
Frequency response

support requirements. During the SSA, all safety related incidents should
be documented in a Safety Hazard Log, maintained for this purpose.
During the HHA, present or potential hazards should be identified, along
with proposed corrective actions.
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Perhaps the most important result which can be obtained from the in-
flight testing and evaluation is achieved by means of the HFEA, which
identifies issues which may impact the user’s ability to perform the
designed mission while wearing the HMD system. Issues include
generalized and specific parameters relating to controls, connectors, cables,
fit, comfort, anthropometry, etc. The U.S. Army Aviation Technical Test
Center includes in its in-flight HFEA the areas presented in Table 10.4
(Rash et al., 1996):

Table 10.4.
Recommended in-flight HFEA areas.
(Rash et al., 1996)

Helmet fit, comfort, range of adjustment, and fit retention for the
anthropometric range of aviators

Donning and doffing procedures

Boresight requirements/retention

Sensor image quality

Symbology

Field-of view

Sensor/pilot offset and sensor slew rate

Sensor image quality during day, night, and adverse weather operations

Integration with the target acquisition system

Integration with the aircraft navigation system

Integration with the aircraft survivability equipment

Compatibility with life support systems

Compatibility with nuclear, biological, and chemical equipment

Compatibility with AN/AVS-6 night vision goggles

Registration/magnification

Summary

Test and evaluation is an important and integral partof the designcycle
for HMD systems. Validation of component, subsystem, and system
performance at all phases of development is essential. Even though
program costs are always over budget and schedules are always stretched,
early and continual T&E will, over the long term, allow for quicker
identification and easier solution of problems, saving money and time.

A thorough HMD T&E program must consist of both laboratory and
field testing. Field testing, under exacting operational conditions, is the
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only way to ensure optimal HMD performance when it is counts - on the
battlefield.
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HMD Terms

Aberration: Any variance from a perfect reproduction of an image.
Accommodation: The process by which the focal length of the eye’s lens
is changed so that images of objects viewed at any distance are focused on
the retina.

Achromats: A combination of lenses (usually in contact) which reduce
chromatic aberration.

Active matrix liquid crystal display (AMLCD): A type of liquid crystal
display which employs an array of individual pixels, each controlled by an
electronic switch.

Active noise reduction (ANR): A technique that uses counterphase
cancellation to manipulate and reduce noises within the earcup.

Aircraft retained unit (ARU): The frontal portion of the Helmet
Integrated Display Sight System(HIDSS), consistingof two image sources,
and optical relays attached to a mounting bracket.

Aspect ratio: The ratio of width to height.

Astigmatic aberration: Aberration due to the irregular curvature of the
ocular surface resulting in unequal refraction of the incident light in
different meridians.

Aviator’s night vision imaging system (ANVIS): A passive, binocular,
third generation I* system with improved sensitivity andresolution over the
second generation I* tubes: ANVIS are used extensively in Army aviation.
Bandwidth: The gamut of frequencies over which a device performs within
specified limits.

Biocular display: A term pertaining to optical devices which provide two
visual inputs from a single sensor.

Binocular alignment: The condition by which the optical axes of two
independent oculars are parallel.

Binocular display: A term pertaining to optical devices which provide two
visual inputs from two sensors which are displaced horizontally in space,
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making stereoposis possible.

Binocular overlap: That portion of an HMD’s central display field that is
observable by both eyes.

Binocular rivalry: The variation or suppression of a discerned image over
time between images produced by two different eyes viewing different
images.

Biofeedback: A training technique that uses brain actuated control (BAC)
based on the concept of recognizing alpha and gamma band EEG patterns
that are to be used as a control signal.

Boresight: An optical device with reticle used to align line of sight to the
aircraft axis.

Catadioptric optical design: A optical system which utilizes both
reflection and refraction.

Cathode ray tubes (CRT): A display device which produces images by
modulating the intensity of a scanning electron beam striking a phosphor
coated surface (the screen).

Center of mass (CM): That point of a body or system of bodies which
moves as though the system’s total mass was located at that point.
Chromatic aberration: The failure of an optical system to focus different
wavelengths (colors) of light at the same point, resulting in color fringes
within the image.

Chromaticity: A description of the color property of light based on hue
and saturation.

Combiner: A beamsplitter that reflects a portion of a beam of light and
transmits a portion.

Contrast: A measure of the luminance difference between two areas.
Contrast can be formulated in different ways, e.g., contrast ratio,
modulation contrast, etc.

Contrast ratio: A mathematical expression of the luminance ratio for two
adjacent areas. As used herein, contrast ratio is defined as higher
luminance/lower luminance.

Digital micromirror device(DMD): A matrix display where each pixel is
a very small square mirror on the order of ten to twenty microns. Each
mirror pixel is suspended above two electrodes driven by complementary
drive signals.

Diopter: A unit expressing the refractive power of an optical
system/component as the reciprocal of the focal length in meters.
Diplopia: The visual condition where a single object is perceived as two;
double vision.
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Design eye position: The midpoint of the line segment of the open nosed
vision line connecting two points which represents the predicted eye
positions of the extremes of the aircrew population.

Display lag: The time delay in a display measured fromthe time when the
imaging data are received and the time they are presented.

Distortion: An unwanted variation in magnification or a prismatic
deviation with angular distance from the center of an optical component or
system; any undesired change in the frequency or amplitude of an
acoustical signal.

Dynamic retention: When pertaining to helmets, the condition of
preventing the loss of a helmet during a crash sequence.

Dynamic range: In a system or a transducer, the difference, measured in
decibels, between the overload level and the minimum acceptable level.
The minimum level iscommonly fixed by any or all of the following: noise
level, low-level distortion, interference, or resolution level.

Egress: The process of exiting the cockpit.

Electroluminescence (EL): A flat panel display technology in which a
layer of phosphor is sandwiched between two layers of a transparent
dielectric (insulator) material which is activated by an electric field.
Electrophoresis (EP): A nonemissive flat panel technology based on the
movement of charged particles (of one color) in a colloidal suspension (of
a second color) under the influence of an electric field. The application of
the electric field changes the abs orption or transmission of light through the
solution.

Exit pupil: The region where the observer’s eye(s) must be located in order
to view the total field of view. In optics, it is the image of the aperture stop
as formed from the image side of the optics.

Eye clearance distance: The minimum clearance from the closest display
system component to the cornea ofthe eye. This parameter isimportant in
determining system compatibility with add on devices, e.g. corrective
lenses, protective masks, etc. (Also referred to as physical eye relief.)
Fast Fourier transform (FFT): An algorithm that allows quick,
economical application of Fourier techniques to a wide variety of analyses.
Field emitting display (FED): An emissive flat panel display technology
which consists of a matrix of miniature electron sources which emit the
electrons through the process of field emission. Field emission is the
emission of electrons from the surface of a metallic conductor into a
vacuum under the influence of a strong electric field.

Field of view (FOV): The maximum image angle of view that can be seen
through an optical device.
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Figure of Merit (FOM): A metric which quantifies some aspect of image
quality.

Flashblindness: A temporaryloss of vision as a resultof sudden high level
of luminance, e.g., nuclear explosion.

Forward looking infrared (FLIR): A thermal imaging sensor where
sensor output is based on infrared radiation (usually between 3-5 or 8-12
micron spectral range) generated by the external scene. FLIRs are used for
targeting acquisition and aircraft pilotage on both the AH-64 Apache and
the newly developed RAH-66 Comanche.

Frame rate: The frequency of frames produced per second (expressed in
Hertz (Hz)).

Frangibility: The ability of a subsystem or component to separate from the
major system. Some helmet and display system designs may employ
helmet mounted displays, eye protection devices, etc., which actively or
passively separate from the helmet under crash conditions.

Frankfurt plane: The eye-ear plane in which the human skull is placed in
aposition so that the lower margins of the eye socket and the upper margins
of the auditory opening are on the same horizontal plane.

Ghost image: A spurious image produced as a result of an echo or
reflection in the transmission of a image or signal.

Halation: A halo or glow surrounding abright spot on a fluorescent screen
or a photographic image.

Health hazard assessment (HHA): Assessment of risk to the health and
effectiveness of personnel who test, use, and maintain the system. Hazards
can arise from characteristics of the system itself or from the environment
in which it operates.

Helmet Integrated Display Sight System (HIDSS): A partially-
overlappedbiocular helmet-mounted display system under development for
the RAH-66 Comanche helicopter consisting of two components: pilot
retained unit (PRU) and an aircraft retained unit (ARU). The PRU is the
basic helmet with visor assembly; the ARU is a front piece consisting of
two image sources and optical relays attached to a mounting bracket.
Human factors engineering assessment (HFEA): Analysis ofacceptable
human engineering design criteria, principles and practices.

Hyperstereopsis: A condition of exaggerated depth perception which
occurs as a result of separation of the sensors greater than the eyes of the
user.

INluminance: A measure of visible energy falling on a surface.
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Image intensifier (I’): Sensor technology based on amplification of
ambient light. Photons are imaged onto a photocathode which converts
them into electrons. The number of electrons is multiplied and channeled
onto a phosphor screen.

Image overlap: The portion (usually expressed as a percentage) of the total
field of view of a biocular/binocular system that can be viewed
simultaneously by both eyes.

Image smear: An image artifact resulting from relative motion between
scene and sensor. This is caused by insufficient temporal characteristics
within the imaging system, e.g., phosphor persistence, scan rate, etc.
Interlace ratio: The number of fields per frame pertaining to displays.
Interpupillary distance (IPD): The distance between the centers of the
pupils of the two eyes.

Impact attenuation: The reduction in mechanical force through the
protective helmet.

Jitter: Small, rapid variations in a signal due to vibrations, voltage
fluctuations, control system instability, and other causes.

Just noticeable difference (jnd): A subjective difference threshold in the
perception of a variable.

Lead, lanthanum, zirconate, and titanate (PLZT): A material that can
be electronically switched rapidly in polarity such that when sandwiched
with a near infrared blocking material and a fixed polarizing material, the
visual transmittance can be varied from full open state (approximately
20%) to a full off (optical density (OD) is greater than 3.0) in
approximately 150 microseconds.

Light emitting diode (LED) display: Emissive display composed of
multiplelight emitting diodes arranged in various configurations which can
range from a single status indicator lamp to large area x-y addressable
arrays.

Liquid crystal display (LCD): A type of nonemissive flat panel display
technology which produces images by modulating ambient light. The
ambient light can be reflected or transmitted light from a secondary,
external source (e.g., a backlight).

Luminance: Luminous flux per unit of projected area per unit solid angle
leaving a surface at a given point and in a given direction; measured in
footlamberts (fL).

Luminance disparity: In biocular/binocular helmet-mounted displays, the
difference in the image luminance between the two channels.
Luminance transmittance: The fraction ofluminance of the outside world
seen through an optical component or system.; usually expressed as a
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percentage.

Luminous efficiency: The ratio of the energy of the visible light output,
such as the energy emitted by a phosphor, to the electron energy of the
input signal.

Luning: The subjective darkening that can occur in the monocular side
regions near the boundaries of the partially overlapped region in a binocular
display.

Manpower and personnel integration (MANPRINT) program: An
Army system analysis which addresses manpower, training, personnel
requirements: health and safety issues; and human factors issues.

Mass moment of inertia (MOI): The sum of the products formed by
multiplying the mass of each component of a system by the square of its
distance from a specified point.

Mean time between failure (MTBF): For any device, a measure of the
reliability of a component or system.

Modified rhyme test (MRT): The accepted speech material used for
determining speech intelligibility of a communication device.
Modulation transfer function (MTF): The sine-wave spatial-frequency
amplitude response used as a measure of the resolution and contrast
transfer of an imaging system.

Motion box: The volume space in the cockpit within which the head-
tracking sensors accurately can determine head position.

Neutrality: The characteristic of an optical medium which denotes
reasonably flat transmittance over the visible spectrum (e.g. grey tint).
Night vision goggles (NVG): Second generation I* light amplification
devices.

Optimum sighting alignment point (OSAP): Maximum eye clearance
distance to obtain a full display field of view.

Photopic: Referring to the spectral sensitivity of the human eye due to the
activity of the cones of the retina; exhibited under moderate to high light
levels of illumination.

Physical-ear attenuation: An acoustical test used to establish baseline
sound attenuation data for evaluating the level of hearing protection
provided by a system.

Pilot retained unit (PRU): The helmet part of the RAH-66 Comanche
Helmet Integrated Display and Sight System (HIDSS).

Pilot’s night vision system (PNVS): A forward-looking infrared sensor
mounted on the nose of the AH-64 Apache aircraft which serves as an
imagery source for pilotage and/or targeting.
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Plasma display: Emissive gas discharge flat panel display technology
which produces light when an electric field is applied across an envelope
containing a gas.

Pointing accuracy: A measure of the angular error between the pilot’s
line-of-sight(when aligned with the sighting reticle) and the sensor’s and/or
weapon system’s line-of-sight.

Prismatic deviation: A measure of the angular deviation ina light ray that
occurs when the ray passes through an optical medium whose boundaries
are nonparallel.

Pupil forming optical design: A systemin which the eyepieces collimate
virtual images that are formed using relay optics.

Real image: An optical image formed when light rays converge such that
the image can be projected onto a screen.

Refractive power: The focusing effect of an optical component or system.
Relay optics: An optical system which relays a real image from one plane
within the system to another plane, usually for the purpose of
magnification.

Resolution: The ability of an optical system to display all images as
separate entities.

Reticle: A fine line pattern which is located in one of the focal planes ofan
optical device.

Retinal scanning display: A system which employs the use of a laser
which scans the image directly onto the retina of the user’s eye.

Roll compensation: In HMDs, the capability of keeping the imagery
aligned about the roll axis.

Scan line: A single continuous narrow strip created by the scanning beam
as it passes over the elements of a given area.

Scotopic: Referring to the spectral sensitivity of the human eye due to the
activity of the rods of the retina; exhibited under low light levels.

Shades of grey (SOG): Progressive steps in luminance where each step
differs from continuous steps bya prescribed ratio, typically the square root
of two.

Shell tear resistance: The property of the helmet shell to resist projectile
damage.

Simulator sickness: Also referred to as cybersickness, a series of
conditions which may include nausea, dizziness, and overall disorientation
experienced during or after simulator training.

Slaving lag: The latency of the sensor/weapon line-of-sight relative to the
helmet line-of-sight. This includes the tracker computational time, data bus
rate, and physical slaving time of the sensor/weapon.
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Snellen acuity: A test of visual acuity commonly used and expressed as a
comparison of the distance at which a given set of letters are read correctly
to the distance at which the letters would be read by someone with
clinicallynormal vision. Normal visual acuity is 20/20, which isequivalent
to 0.29 milliradians (1 arcminute) of resolution.

Spatial disorientation (SD): When the aviator experiences loss of
situational awareness with regard to the position and motion of his aircraft
or himself.

Spectral transmittance: That amount of radiant energy passing through an
optical component or system as a function of wavelength.

Spherical aberration: The failure of an optical component or system to
focus all monochromatic paraxial and peripheral light rays ata single point.
Speech intelligibility: The ability of a communications systemto transmit
readily understood speech to the wearer of a helmet system.

Spot size: The diameter in millimeters of a spot typically at 50 percent of
its normal intensity level.

Stereopsis: The visual perception of depth from lateral disparity.
Systems Safety Assessment (SSA): A system analysis which addresses
safety and health issues.

Thermoplasticliners (TPL™): A liner developed by Gentex Corporation,
Carbondale, PA, consisting of two to five plies of thermoplastic sheets
covered with a cloth cover, designed to improve comfort and to alleviate
helmet fitting problems.

Tracking: A helmet mounted display enhancement in which the line-of-
sight-direction of the aviator is continuously monitored, and any change is
replicated in the line-of-sight-direction of the aircraft-mounted sensor.
Update rate: The rate at which the position of the helmet/head display or
signal is sampled and used to provide drive inputs to the head-slaved sensor
or display, usually expressed as a frequency (in Hertz (Hz)).

Vacuum fluorescent display (VFD): A flat vacuum tube emissive display
device that uses a filament wire, control grid structure, and phosphor-
coated anode.

Virtual image: An optical image formed when light rays do not actually
converge and cannot be projected upon a screen.

Visual acuity: A measure of the ability of the eye to resolve spatial detail.
Also see Snellen acuity.

Visual field: A plot of the remaining unaided field of vision available when
wearing a helmet, helmet-mounted display, etc.
Visually coupled system (VCS): A systemin which the line-of-sight of the
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aviator is continuously monitored, and any change is replicated in the line-
of-sight-direction of the sensor.
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180
Image intensification (I*)
device, 3, 121, 125, 130,
131, 134, 153, 170, 175,



177,179, 186, 189, 209,
211, 214, 242, 243

Impact attenuation (see
Helmet)

Initial health hazard
assessment report
(IHHAR), 239

Integrated Helmet and
Display Sighting System
(IHADSS), 4, 5, 34,

170, 178-181, 187, 195,
198, 202, 212-214, 237,
241-246, 247-252

Integrated Night Vision
Imaging System (INVIS),
177

Interlace ratio, 102, 262

Interpupillary distance (IPD),
26, 57, 68, 146, 177, 240

J

Jitter (see Tracking system)

Just noticeable difference
(jnd) (see also Contrast),
110, 171

L

Lag (latency), 85-88:
acceptable, 88,
display, 87, 88, 182
slaving, 87
sensor/weapon feedback,

87

Lead, lanthanum, zirconate,

and titanate (PLZT), 253

Index 289

Lens:
curvature, 59
focus, 26, 28, 55, 59,
60, 71, 180, 181, 242-
244,264
focal length, 26, 55, 56,
60
Light emitting diode (LED)
(see Flat panel display)
Linearity, 102, 262
Liquid crystal displays
(LCD) (see Flat panel
display)
Luminance:
range, 15, 35, 41, 48, 84,
111-113,117,213, 214,
264
uniformity, 15, 41, 48,
102, 133, 262-264
Luminous efficiency, 34, 36,
42,152, 153,263
Luminous transmittance, 212,
213,252,253, 263, 264
Luning, 149-151

M

Magnification, 26, 28, 73,
135, 139, 140, 146, 148,
149, 240, 265

Manprint program
(MANPRINT), 235

Mass moment of inertia
(MOI), 187, 211

Mean time between failure
(MTBF), 263
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Microphone, 15, 186, 224,
247

Modified rhyme test (MRT),
226

Modulation transfer function
(MTF), 15, 20, 38, 102,
113, 123-127, 129,
130, 262

Modulation transfer function
area (MTFA), 123, 126,
175

Monocular displays, 4, 7, 21,
22,27, 84,121, 132, 135,
137, 138, 143-146, 149,
151,178,179, 195, 202,
240-243, 247

Monochrome versus color,
41-44, 114, 151, 152

Monolithic afocal relay
combiner (MONARC), 71,
73

Motion box (see Tracking
systems)

N

Neck injury, 186, 188, 190-
193, 195, 196, 202

Neck loading, 134, 184, 186,
187, 188, 190

Neutrality, 264

Night vision goggle (NVG),
3,4,13, 55,56, 60-62, 71,
73,132, 138, 153, 175-
177,179, 186, 187, 190,
202, 204, 208, 240-244,

249, 250

Nuclear, biological, and
chemical (NBC) mask,
135,137,138, 212

0]

Optical designs:
catadioptric, 55, 57, 60,
61, 64, 68, 70, 71, 73,
117,
on- and off-axis, 55, 68,
71,72,78
pupil and nonpupil
forming, 56, 57, 71, 73,
75,76, 135, 141, 240,
241
refractive, 22, 55, 56, 61,
62, 64, 68, 70, 213, 242,
264
Optimum sighting alignment
point (OSAP), 240

P

Peripheral vision, 192
Phosphor:
P1, 38, 127, 129
P20, 36,
P22, 36
P43, 27, 36, 38, 75, 127,
129, 140
P53, 35, 36, 38
persistence, 34, 36-38,
124, 126-128
Photopic (see Eye)



Physical-ear attenuation, 20,
264
Pilot retained unit (PRU), 5,
137-139
Pilot’s night vision system
(PVNS), 5
Pointing angle (see Tracking
systems)
Prismatic deviation, 15, 20,
61, 68, 213, 264
Pupil:
forming (see Optical
designs)
of the eye, 49, 55, 57, 58,
84, 141, 170, 241, 244,
246

R

Real-ear attenuation, 223,
264

Reflections, 15, 20, 39, 40,
68, 75,78, 84, 138, 142,
143, 264

Refractive power, 15, 20, 58,
60, 68

Relay optics, 6, 71, 73, 75,
78,101, 103, 116, 125,
145,151, 239, 248, 262

Resolution, 3, 7, 11, 13, 15,
20, 24, 26, 34, 38, 44, 46-
49, 59, 60, 78, 82-85, 92,
102, 103, 119-123, 125,
134, 136, 149, 151, 170,
177, 178, 242-244, 250,
262, 264

Retinal scanning display, 24,

Index 291

25,49

Rivalry (see Binocular
rivalry)

Roll compensation, 88, 89,

S

Safety, 7, 24, 34, 49, 81, 92,
230, 235, 237, 238, 263,
265

Scan lines, 102, 123, 262

Scotopic (see Eye)

Sensor:
photo, 249
remote, 24, 61, 92, 144,

240-242
slew rate, 86, 265
switching, 91-93
thermal, 242, 244

Signal/noise ratio, 262

Simulator sickness, 144, 181,
182

Shades of grey (SOG), 36,
108-113, 118-120, 167

Shell tear resistance (see
Helmet)

Slew rate (see Sensor)

Snellen acuity (also see
Visual acuity), 121, 123,
152, 170

Sound attenuation, 220, 223-
225

Spatial disorientation (SD),
136, 151, 178, 179

Spatial orientation, 136, 151

Spectral transmittance, 15,
140, 264
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Speech intelligibility (SI), 13,
20, 222,223, 225-227,
230, 232, 264

Spot shape, 102, 262

Spot size, 34, 35, 38, 102,
120, 124, 262

Static/dynamic uniformity,
264

Stereopsis (also see
Hyperstereopsis), 20, 146,
175-177

Strategic air command
(SAC), 253

System lag (see Lag)

System magnification, 73,
139, 140, 265

Systems safety assessment
(SSA), 235, 237, 238, 263,
265

T

Test and evaluation, 261, 262

Thermoplastic liners
(TPL™), 204, 205, 207,
208, 210

Three-D (3-D) audio, 230-
232

U

Update rate (see Tracking
system)

\%

Tracking systems:

electroencephalogram,
(EEG), 85

eye, 79, 80, 83, 84, 93

head, 13, 26, 27, 79-81,
83, 88, 93, 237, 249

jitter, 15, 20, 80, 82, 83,
126, 140, 264

motion box size, 20, 80,
82, 83, 93,264

pointing angle accuracy,
80, 82, 83, 264

resolution, 82, 264

update rate, 15, 20, 82, 83,
86, 87, 182, 264

Transmittance, 252, 253, 263,

264

see-through, 13, 20-22, 47,
48, 55, 56-58, 61, 62,
68,71,75,78, 89,92,
101, 116, 130, 132, 140,
145,252, 253

luminous, 140, 213, 214,
264

spectral, 140, 264

Vacuum flourescent display
(VFD) (see Flat panel
display)

Veiling glare, 142

Vertical/horizontal
alignment, 68, 146-149

Virtual retinal display, 49



Vibration, 21, 24, 48, 49, 55,
83, 89-91
Viewing distance, 102, 132
Visor:
assembilies, 5, 26, 27, 212
laser protection, 212-214
optical characteristics, 15,
20, 117, 140,142, 165-
167
projection, 24
visual acuity, 20, 213
Visual acuity, 20, 47, 84, 93,
103, 114, 123, 152
Visual field, 13, 20, 24, 137-
139, 143
Visual illusions, 14, 131,
132, 174-175
Visual problems, 175-178
Visually coupled system
(VCS), 79, 80, 83, 85-88,
93, 126

Index

293
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