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FOREWORD

All our knowledge has its origins in our perceptions. - Leonardo Da Vinci

As a U.S. Army attack helicopter pilot and veteran user of night vision goggles (NVG) and forward-looking
infrared (FLIR) pilotage systems since 1989, I have an ingrained appreciation for the technology pilots use to
enhance situation awareness (SA) on the battlefield and in training. SA is defined as knowing where you are in 3-
dimensional space, in particular knowing where you are with respect to other military assets (e.g., planes, tanks,
troops) and the surrounding terrain/man-made objects. One of the most anxiety-ridden moments faced by any
military pilot is a loss of SA while navigating from one place to another. Coupled with a low fuel situation, I can
see where a sense of urgency in recognizing familiar terrain features could be heightened. This situation becomes
even more stressful when you, the pilot, compound your misplaced aircraft problem with doing so at night. Here
is when you need your night vision system to translate the most recognizable rendition of the actual outside world
to your brain. At these moments you either thank, or curse, the technology gods for your respective night vision
imaging systems and their displays.

The current helmet-mounted display (HMD) systems have a rich history steeped in military needs met by
engineering advancements in optics coupled with enhanced understanding of the human night vision dilemma.
NVG technology came online in the early 1970’s as the U.S. Army was attempting to expand its night warfighting
capability. Ground assets were already using goggles mounted to their headgear when Army aviation began using
a 2" generation version. NVGs provide the viewer with an “enhanced” scene of an otherwise darkened landscape
through light amplification. The scene is presented in green or orange based upon the phosphor color used in the
goggles. The major problem with the older NVG systems was poor visual acuity and depth perception. Where the
system lacked in providing visual cues, the pilot made up for through diligence in general piloting skills (e.g.,
altitude awareness, constant scanning). By the mid- to late-1970s, thermal (infrared) technology (e.g., FLIR)
became available as a sensor technology integrated into the airframe in the form of the AH-64 Apache Advanced
Attack Helicopter. FLIR used variances in temperature to present an object otherwise obscured in darkness.
Objects (e.g., a tank, truck, water tower) may not have looked anything like their daytime images, but they were
discernable all the same. The image was presented to the pilot through a single helmet-mounted eyepiece that
incorporated the use of a cathode-ray-tube (similar to those used in the old TV sets). Both the NVG and FLIR
systems in use today have undergone multiple advancements allowing for improved visual acuity and diminished
pilot workload. Until recently applications were limited to these two systems, but as new technological advances
are realized, new systems are emerging.

This book will provide insight for pilots, educators, academics, and the general public who are interested in the
field of human factors engineering, military night flight operations, and the visual and auditory science behind the
improvements in advanced aviation (and other Warfighter) sensor systems. From the explanation of the human-
machine interaction dilemma, through the detailing of visual and auditory display systems, this book provides the
reader a thorough understanding of the issues related to military operations with respect to our senses, how we
perceive what is represented, and ultimately how we assimilate and react to this information.

CWS5 J. Kevin Heinecke
U.S. Army Master Aviator
AH-1/AH-64/C-12/ OH-6/OH-58/UH-1/UH-60/UH-72 Pilot
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PREFACE

In 1999, the U.S. Army Aeromedical Research Laboratory (USAARL), Fort Rucker, Alabama, published a book
that addresses issues for the design of helmet-mounted displays (HMDs) for use in helicopters, Helmet-Mounted
Displays: Design Issues for Rotary-Wing Aircraft (USAARL, 1999).! While primarily an engineering overview of
image sources, image quality, optical design approaches, communication systems, hearing protection, and helmet
head-supported mass and center-of-mass, the book also addresses such human factors issues as visual and
auditory performance, head and face anthropometry, and hearing and vision protection.

In the years since the 1999 book was conceived, HMD applications have greatly expanded, not only within the
military but also within the manufacturing and simulation training communities. Significant progress has been
made in the development of image source technologies, especially miniature displays. This continuing image
source development, coupled with advances in power source engineering - smaller size and greater efficiency, has
greatly expanded the number of HMD applications. Within the U.S. Army, HMDs are being designed for use by
dismounted and mounted Warfighters as well as for aviators.

As advanced technology penetrates the battlespace, the modern Warfighter is being provided with an ever-
increasing stream of information. The motivation of this growing flow of information is the Army’s objective to
“See First, Understand First, Act First, & Finish Decisively.” Whether it is a field commander or a lower echelon
soldier, every Warfighter will have greater access to both tactical and strategic data and imagery. The vast
majority of this information will be presented to the Warfighter in visual and auditory forms via HMDs. For this
reason, the design and implementation of HMDs must be optimized to ensure optimal user performance, both
visual and auditory.

Paramount in achieving this optimization is attaining a thorough understanding of the relationship between
HMDs and the human concepts of perception and cognition. An excellent beginning to acquiring this
understanding can be found in Tactical Display for Soldiers-Human Factors Considerations (National Academy
Press, 1997). Presenting the results of the Panel on Human Factors in the Design of Tactical Displays for the
Individual Soldier (established by the National Research Council at the request of the U.S. Army Natick
Research, Development, and Engineering Center, Natick, Massachusetts), this book discusses critical human
factors issues associated with the development of the Army’s proposed Land Warrior System, an individual
Warfighter monocular HMD. The overall goal of the panel was to identify critical characteristics of HMDs and
the capabilities and limitations of the target user (i.e., the Warfighter). One major finding of the panel was the
presence of “a lack of understanding of the impact of advanced HMD visual and auditory presentations on
Warfighter workload, situational awareness and overall performance.” This finding is well-known within the
HMD community of researchers and often has been expressed as an important issue.

The work presented here is the second in a series of HMD books. Where the first book focused on engineering
design issues, this book focuses on filling the National Research Council’s identified gap in understanding the
relationship between the HMD hardware design and user perception and cognition of the visual and auditory
displays.

Structure of the book
This book is divided into five parts: Part One — Identifying the Challenges; Part Two — Helmet-Mounted

Displays; Part Three — The Human Visual and Auditory Sensory Systems; Part Four — Perception, Cognition and
Performance; and Part Five — Meeting the HMD Design Challenge.

"In 2000, SPIE Press, Bellingham, WA, republished this book under the same title.
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In Part One — Identifying the Challenge, Chapter 1, The Military Operational Environment, discusses the
diverse operational requirements of the modern Warfighter, to include taking on such diverse roles as combatant,
peacekeeper, and disaster relief worker; operating in dissimilar physical environments where heat, cold, fog, rain,
smoke, etc., degrade system and human performance; and enduring such performance stressors as fatigue,
interruption of circadian rhythm, working under severe time constraints, etc. The chapter also describes the
ongoing “transformation” of the U.S. Army and its effect on the individual Warfighter. Chapter 2, The Human-
Machine Interface Challenge, examines the age-old problem of the human-machine interface, describes the visual
tasks encountered by Warfighters in both training and combat; briefly introduces the visual and auditory sensory
inputs and the concepts of human perception and cognition; explains the roles of stimuli, sensors and displays in
HMDs; discusses future HMD systems and trends; and concludes with a statement of the challenge facing HMD
designers in ensuring that newly developed systems optimize user performance by taking into consideration the
performance characteristics and limitations of the human brain and visual and auditory senses.

In Part Two — Helmet-Mounted Displays, Chapter 3, Introduction to Helmet-Mounted Displays, defines an
HMD; describes one method of classifying HMDs by optical approach; reviews the history of HMD development;
discusses HMD applications; lists the advantages and limitations of HMDs; and provides synopses of current and
future HMD programs. Chapter 4, Visual Helmet-Mounted Displays, addresses design considerations for visual
HMDs, to include the importance of image quality, image source technologies, and design parameters (e.g., field-
of-view, magnification, exit pupil, etc.). Chapter 5, Audio Helmet-Mounted Displays, provides a parallel
discussion of audio HMD design considerations, to include noise attenuation and communication speech
intelligibility.

Part Three — The Human Visual and Auditory Sensory Systems - introduces the human sense organs for vision
and audition. Chapters 6, Basic Anatomy and Physiology of the Human Eye, and 8, Basic Anatomy of the Hearing
System, review the basic anatomy, structure, and physiology of the human eye and ear, respectively. These
chapters are intended to provide the reader with a fundamental understanding of these two critical sensory
systems. Chapter 7, Visual Function, discusses the vision process, starting with light originating from an object or
source and the formation of an image on the retina. This chapter continues with explanations of various visual
functions, e.g., color vision, accommodation, the ocular-motor function, etc. In an analogous manner, Chapter 9,
Auditory Function, discusses the hearing process, starting with the production of sound by stimuli and continues
with explanations of theories of hearing, neural coding and the processing of sound in the brain.

Having discussed vision and audition from a sensory perspective, Part Four — Perception, Cognition and
Performance — addresses the major impetus of this book — perceptual and cognitive issues associated with HMD
design. Chapters 10, Visual Perception and Cognitive Performance, and 11, Auditory Perception and Cognitive
Performance, discuss visual and auditory perception and performance, respectively. Visual factors discussed
include brightness perception, pattern recognition, motion and depth perception, and 2- vs. 3-dimensional
presentations. Auditory factors include loudness and pitch perception, speech recognition, sound localization, and
hearing deficits. Chapters 12, Visual Perceptual Conflicts and lllusions, and 13, Auditory Conflicts and lllusions,
describe perceptual conflicts and illusions (visual and auditory, respectively) that Warfighters may encounter and
must overcome. Visual conflicts and illusions discussed include static and dynamic illusions, masking, binocular
rivalry, spatial disorientation, and special issues such as hyperstereopsis and luning. Auditory conflicts and
illusions discussed include masking, spatial hearing, binaural rivalry and the issue of auditory channel capacity. In
Chapter 14, Auditory-Visual Interactions, the issues of multisensory perception, including synergy, redundancy
and synchrony are explored. The cognitive factors of attention, memory and decision making are discussed in
Chapter 15, Cognitive Factors. This section concludes with an in-depth overview of performance effects in the
presence of mechanical, physiological, sensory, and cognitive adverse operational factors in Chapter 16,
Performance Effects Due to Adverse Operational Factors. Such factors include vibration, fatigue, stress,
workload level, and extreme environmental conditions.

The book concludes with Part Five — Meeting the HMD Design Challenge. The first chapter, Chapter 17,
Guidelines for HMD Design, provides summary guidelines and recommendations for creating an optimal design
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for an HMD for a defined application based upon the various optical/visual, acoustic/auditory,
perceptual/cognitive, and user adjustment topics and concerns discussed in earlier chapters. It discusses tradeoffs
in design parameter values and the impact of such tradeoffs on system and user performance. Included in this
chapter is a brief, but essential, reminder of other design issues not covered in previous chapters, e.g., the
biodynamic issues of head-supported weight and center-of-mass offsets. Chapter 18, Exploring the Tactile
Modality for HMDs, goes beyond current optical and acoustic HMD designs and explores the potential of adding
a haptic modality to HMD designs by introducing tactile information flow and force feedback. The final chapter,
Chapter 19, The Potential of an Interactive HMD, looks further to the future of HMDs. The concept of the HMD
as an interactive system is explored through the implementation of neuro-physiological monitoring technologies,
such as electro-cortical, evoked potentials, and ocular-motor measures.

Limitations of the book

This book is intended to address the issues of HMDs as they pertain to the processes of human sensation,
perception and cognition. However, the enormous scope of these subject areas precludes this work from being all-
inclusive. The emphasis is placed on the military environment. Nonmilitary HMD applications, especially in the
fields of virtual reality and simulation, are not explored to their fullest extent. While the authors liberally draw
upon data derived from research supporting such applications, the data are presented in a military context, and
even then with greater emphasis on Army applications. This is an unapologetic consequence of the areas of
experience and expertise of most of the book’s contributors. Fortunately, this does not preclude the information
presented here from being useful in tri-service military and nonmilitary applications. While not explicit, much of
the technical data is derived from research and development from around the world. Indeed, many nations have
contributed and to continue to contribute (and many cases, lead) to the design, production and fielding experience
of HMDs.

In addition, the material in Chapter 17 only superficially discusses the equally important biodynamic design
issues that remind us that the HMD is not a stand-alone component, but instead is an integrated part of the
Warfighter, vehicle or aircraft system.
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Part One

Identifying the Challenges

The role of the Warfighter in the modern world has changed tremendously over the past two
decades. While the primary job remains defeating the enemy, the Warfighter's role has been
expanded to include peacekeeping, disaster relief, humanitarian aid, and anti-terrorism. To
more effectively perform these tasks, the U.S. military is transforming itself into a more
responsive and agile force that leverages advanced technologies. These advanced systems
can expand the operational environment and multiply individual and unit capabilities. However,
achieving optimal performance with these systems requires matching the engineering design
characteristics of the system with the characteristics of the human user. Nowhere is this truer
than for head- or helmet-mounted displays (HMDs), because such systems are intimately
mated to the human senses of vision and audition. Failure to understand the human-machine
interface can result in degraded performance, which for the Warfighter can mean the
difference between mission success and failure or between a safe return and becoming a
casualty. The issues of the human-machine interface encompass human anatomy and
anthropometry, ergonomics, and human factors. Embedded in these issues is the important
requirement to understand the roles of sensation, perception and cognition in the optimization
of human performance with these advanced systems.






1 THE MILITARY OPERATIONAL ENVIRONMENT

Keith L. Hiatt
Clarence E. Rash

Helmet- (and head-) mounted displays (HMDs) are but one of an array of technologies proliferating on the
modern battlefield, now referred to as the “battlespace,” thereby recognizing the true X, y, z three-dimensional (3-
D) nature of today’s military engagements. Some would argue that the battlespace has become multi-front and
very fluid in nature and should be thought of as four-dimensional, adding time as an additional dimension.

The intent of these new technologies, especially HMDs, is to increase individual and unit performance to
ensure mission success when operating in such complex scenarios. Advances in technology have successfully
decreased the physical demands of many occupations but at the expense of increasing the mental or cognitive
demands (Cheung, Westwood, and Knox, in press). Paradoxically, this increase in cognitive demand is paralleled
and exacerbated by an increase in the availability of information needed to be processed in today’s military
setting.

In today's battlespace, information is considered as important as any weapon system. More and more, HMDs
are becoming the mode of choice for presenting this information. HMDs provide Warfighters' with the capability
of head-up presentation of the vast amount of tactical and strategic information becoming increasingly available at
the individual Warfighter level. While long a mainstay of the aviation community, HMDs are rapidly expanding
across all military applications, being fielded by infantry, mechanized, aviation and shipboard Warfighters alike.

An HMD can be described as a compact optical projection system, mounted on or built into a helmet, and used
to project a scene and/or data directly into the eye(s) of the user (Laurin Publishing, 2005). In many applications,
it is also referred to as a visually coupled system (VCS). While a basic HMD design may only consist of an image
source with display delivery optics (attached to a helmet or other head mount), the concept of a visually coupled
display includes some mechanism for head/eye tracking. An example of an HMD is provided in Figure 1-1, which
depicts the Integrated Helmet and Display Sighting System (IHADSS) HMD used on the U.S. Army's AH-64
Apache helicopter (see Chapter 3, Introduction to Helmet-Mounted Displays).

To recognize the advantages, limitations and constraints of HMDs and their associated technologies for the
Warfighter, and ultimately their impact on perceptual and cognitive performance, it is necessary to understand the
military environment and how this environment and the role of the Warfighter itself have changed over the past
few decades, as well as how they will change in the coming decades.

This chapter will attempt to present the multiple roles the modern Warfighter plays and the complex
circumstances he/she faces. The diversity of Warfighter demographics, missions, working environment, and the
tremendous physical, physiological, and psychological factors that are encountered are introduced and briefly
described and will be further explored in the chapters that follow.

Current and Changing Roles

Whether an infantryman, helicopter pilot, tank mechanic, computer specialist, photographer, or cook, each
member of the U.S. military is, first and foremost, a Warfighter. Historically, the primary job of every Warfighter
has been to fight and defeat the enemy. However, the ending of the Cold War, the ever-changing role of the U.S.
in world affairs, and the aftermath of September 11, 2001, have each expanded and added to the duties, tasks, and
functions of today’s Warfighter.

! Warfighter is a term used to describe all military personnel trained to engage in combat operations.
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Figure 1-1. A representative I-iMD, the Integrated Helmet and
Display Sighting System (IHADSS), used on the U.S. Army's
AH-64 Apache attack helicopter.

In addition to being a combatant, today’s Warfighter is at times called upon to be a peacekeeper, counter-drug
specialist, anti-terrorist operative, humanitarian assistant, and disaster relief worker (Murray, 2001). In addition to
these expanding roles, the Warfighter has a specific occupational area of expertise (i.e., job classification). Within
the Army, these are referred to as Military Occupational Specialties (MOSs). Examples are Combat Engineer,
Radar Repairer, Artillery Mechanic, and Accounting Specialist. Each of these specialties requires a certain
knowledge base and mastery of a set of occupational skills (U.S. Department of the Army, 1999). For virtually all
MOSs, the Warfighter may be required to assume the role of teacher/trainer, passing on accumulated knowledge
and skills to other Warfighters. The other military services employ similar nomenclatures.

Role as a peacekeeper

No role for the Warfighter appears more opposite to the primary role as combatant than the role of peacekeeper.
The U.S. has invested significant military, political, and economic resources in conducting operations following
worldwide conflicts and civil unrest (Dobbins et al., 2003). While this role often is thought of as a recent
phenomenon, the U.S. military has embarked on a number of such missions, spanning over 60 years. From post
WW-II stabilization and reconstruction in Germany and Japan; through Korea in 1950; in Bosnia and
Herzegovina (Bosnia) in 1995; and to Afghanistan and Iraq in 2002, the U.S. military, in the most recent century,
has spent more time in the role of peacekeeping than that of combatant (until the most recent engagements in
Afghanistan and Iraq) (North Atlantic Treaty Organization, 2001).

However, it was not until President Clinton established the U.S. Army Peacekeeping Institute (PKI) in 1993
within the U.S. Army War College (USAWC), located in Carlisle, Pennsylvania, following the catastrophe in
Somalia, which the U.S. military sought to study and understand how Warfighters performed when sent in to
carry out non-combat operations. (In 2003, the U.S. Army PKI was transformed into the U.S. Army Peacekeeping
and Stability Operations Institute [PKSOI].)
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The peacekeeping role borders that of law enforcement in many of its tasks. As such, it abounds with
applications for HMDs. HMDs can provide tactical information and communications and can enhance situation
awareness.

Role as a counter-drugs enforcer

The use of the military to counter illicit drug trafficking has been in effect at least since the mid to late 1980s,
operating under the authority of the Posse Comitatus Act (1981 amendment) (Ahart and Stiles, 1991; Cathcart,
1989; Dickens, 1989; Simpson 1992; U.S. Army War College, 1988; U.S. Congress, 1989). Such efforts have
been focused within, but not limited to, the South and Central Americas. In addition, units of the National Guard
have been conducting surveillance missions in Latin America since the early 1990s (Haskell, 2004). National
Guard counter-drugs task forces, such as in the California and Tennessee National Guard, are comprised of
members of both the Army and Air National Guard. These guardsmen conduct observation missions within the
United States in remote, rural, and semi-rural areas for long periods of time and depend heavily on HMDs with
integrated night vision sensors that allow effective nighttime operation.

The use of military troops in anti-drug operations has not been without criticism, with both military and civilian
leaders expressing concern about blurring the distinction between military and police authority (Marshall, 1988;
Murray, 2001). However, it is more than likely that this role for the military will increase, not decrease, in the
future.

Role as an anti-terrorist operative

Since the attack on the World Trade Center, September 11, 2001, military operations, primarily in Afghanistan
and Iraq, have greatly expanded the role of the Warfighter into the area of antiterrorism. Of all of the expanded
roles discussed, that of antiterrorist operative is the closest to that of the Warfighter’s fundamental role of
combatant.

The pursuit of Al Qaeda and other terrorist networks by U.S. military forces is worldwide. In addition to the
highly publicized search for terrorist cells and insurgent personnel in Afghanistan and Iraq, the U.S. military is
establishing programs throughout the world for the purpose of training local troops in methods to prevent the
emergence of Al Qaeda in poor, rural areas. In one such program, the Pentagon is planning to train thousands of
African troops as battalions equipped for extended desert and border operations and to link the militaries of
different countries with secure satellite communications. This initiative, with proposed funding of $500 million
over seven years, encompasses the countries of Algeria, Chad, Mali, Mauritania, Niger, Senegal, Nigeria,
Morocco, and Tunisia (Tyson, 2005). The Pentagon also is assigning more military officers to U.S. embassies
around the world, thereby hoping to increase intelligence gathering capabilities.

Special Forces units, as well as other Army units, can employ HMDs in search-and-destroy surveillance and
search-and-rescue operations. As in other applications, HMDs can present tactical information, provide for
communications, and increase situation awareness.

Role as a humanitarian aid and disaster relief provider

The military has long been involved in providing humanitarian assistance, both at home and abroad. Such
assistance ensures the delivery of life saving and life sustaining aid to civilian populations. Humanitarian
operations encompass a wide-range of missions, including sea search and rescue; refugee assistance and disaster
relief; and the provision of food, medical supplies, and services (Juda, 1993).

Recent worldwide disasters, such as the December 2004 earthquake and resulting tsunami in the Indian Ocean
region, have brought to the forefront the role that the U.S. Warfighter plays as a provider of humanitarian aid.
Approximately 13,000 U.S. Navy, Marine Corps, Army, Air Force, and Coast Guard personnel were involved in
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the relief efforts following this disaster. By January 2005, military relief operations had flown over 400 missions
and delivered 316,664 pounds of water, 135,102 pounds of food, and 8,246 pounds of medical supplies (U.S.
Department of State, 2005).

Within the U.S., there were massive efforts by both the Active military and National Guard in response to the
2005 hurricanes Katrina and Rita — massive humanitarian assistance logistics (food, water and medical supplies)
as well as all the search and rescue via rotary wing platforms from the Army, Navy and Coast Guard. Over 70,000
Active-duty and National Guard personnel were deployed either on the ground, in the air, or aboard ships
supporting relief operations. Twenty U.S. Navy ships, 346 helicopters, and 68 fixed-wing aircraft were deployed
to the area (Hiatt 2006).

The U.S. military has had a continuous worldwide presence, from Afghanistan to Uzbekistan, in humanitarian
endeavors. These Warfighters, turned humanitarians, have delivered food and clothing, rebuilt infrastructure (e.g.,
orphanages, schools, and bridges), donated money for supplies and equipment, and worked side-by-side with
local civilians to rebuild communities devastated by war or natural disaster (Barnes, 1989; Covey, 1992; Foster,
1983; Harrison, 1992; Jones, 1991; Kelly, 1992; Miles, 1991; Nalepa, 1993; Shotwell, 1992; Stackpole et al.,
1993; Sutton, 1992).

It may be in this humanitarian role that the application of HMDs seems most out of place. However, when
delivering food or rebuilding a school, the military relies on organization, planning, and communicating.
Presentation of information via HMDs can assist in the performance of these functions, both at the command and
control level as well as in the field.

The Demands of Combat

In spite of these ever-expanding roles, the primary purpose of a Warfighter is to engage in combat. Combat is
defined as an engagement fought between two military forces. However, when such engagements are considered
in the most personal manner (e.g., hand-to-hand fighting), this description falls far short of truly defining the
essence of combat. The so-called “rigors of combat” are broad in scope - being physical, mental, and
psychological in nature. It has been well recognized that the added uncertainty and stress of combat have a major
effect on both physical and cognitive performance (Lieberman et al., 2002; Nindl, 2002; U.S. Army Center for
Health Promotion and Preventive Medicine, 2005).

The physical rigors of combat, which include physical exertion, endurance, and overcoming the effects of
extreme temperature, fatigue, and dehydration, are intended to be mitigated by intense physical training. Some
common demands that combat places on Warfighters include marching long distances bearing heavy loads and
still being able to function effectively; moving quickly and evasively under fire; carrying wounded to safety;
setting up heavy weaponry; handling large-caliber ammunition for extended periods; climbing walls, cliffs, and
other high obstacles; operating in physically confined spaces; and performing field maintenance on aircraft or
heavy equipment (United States Marine Corps, 1998).

Just as critical to combat readiness are the mental and emotional states of the Warfighter. The competitive and
combative spirit of the Warfighter has a tremendous impact on mission performance. Natural physical fear
directly leads to cognitive degradation as well as physical fatigue, and these effects must be lessened by instilling
confidence in the Warfighter — confidence in his performance, his command structure, and his equipment. The
modern Warfighter is the most technologically advanced in the history of warfare. To make the most of this
technology, equipment provided to the Warfighter must be reliable and useful and must enhance, not degrade
performance. Through design and training, the operation of equipment must be second nature. The equipment
must become a natural extension of the Warfighter.

The conditions under which military missions are or will be conducted will continue to vary with respect to the
physical environment, the number of tasks, and the task complexity (National Research Council, 1997). In all
situations, the Warfighter must be able to move, communicate, engage the enemy, and survive. It is the purpose of
systems such as HMDs to offer the possibility of increasing individual Warfighter and unit performance.
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Uniqueness of the Tri-Service Military Communities

While certain similarities exist, each of the four branches of the military has a distinctive operational environment
and role. This individuality is defined by distinctiveness in mission, personnel and vehicles, and operating
environments.

The U.S. Air Force’s mission statement is to fly and fight in “air and space.” The main component of the Air
Force’s arsenal is fixed-wing aircraft. With over 7,000 aircraft in service (Figure 1-2), the Air Force provides six
distinctive core capabilities:

Air and space superiority
Global attack

Rapid global mobility
Precision engagement
Agile combat support
Information superiority

Figure 1-2. U.S. Air Force aircraft: C-17 Globemaster Tactical Transport (top center), F-
16 Falcon Fighter (bottom left), and B-1B Lancer Bomber (bottom right). (Source: U.S.
Combat Camera)

The latter capability emphasizes the ability of commanders and airmen to keep pace with information and to
incorporate it into evolving plans of action.

The U.S. Navy operates in excess of 280 ships and 4,000 aircraft and is responsible for naval operations on the
Earth’s seas and oceans (Figure 1-3). As of January 2004, ship classes of the U.S. naval fleet included: Aircraft
carriers, amphibious assault ships, amphibious transport docks, dock landing ships, submarines, cruisers,
destroyers, frigates, and battleships. Naval aircraft include both fixed- and rotary-wing (helicopters) aircraft.
These aircraft operate from the land as well as from ocean-going ships. Navy Warfighters have the most diverse
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operating environments, having to perform tasks on land, in the air, and on and beneath the water. The Navy also
has expanded its harbor defense forces in response to the war on terrorism. The main components of Naval
Harbor Defense include:

e Inshore Boat Units (IBUs)
e Mobile Inshore Undersea Warfare Units (MIUWUs)
e Special Boat Units (SBUs)

The Navy also has special warfare operatives, the “Navy Seals.” Their primary purpose is to engage in “special
activities other than war.”

The U.S. Army is the branch of the U.S. armed forces that has primary responsibility for land-based military
operations. The Army is highly focused on mobility and, therefore, maintains a diverse inventory of vehicles.
Vehicle types include armored, transport and supply, and rotary-wing aircraft (Figure 1-4). Component-wise, the
Army possesses the greatest proportion of combat personnel within the U.S. military forces. Within the Army,
infantry Warfighters make up the largest contingent of combat personnel.

The U.S. Marine Corps serves as a versatile combat element and is adapted to a wide variety of combat
operations. The Marine Corps possesses ground and air combat elements but relies upon the U.S. Navy to provide
sea combat elements. A major mission of the Marine Corps is amphibious assault, the attack of an objective
located on land by a force attacking from the sea. Landing craft are used to transport troops from ships to land. It
is perhaps the most complex military maneuver in the history of warfare. Marines consistently use air, ground,
and sea elements of combat together. Vehicles used by the Marines include fixed- (AV-8B Harrier), rotary-wing
(AH-1Z Super Cobra and CH-53E Super Stallion), and hybrid (MV-22 Osprey) aircraft, plus assault amphibian
vehicles (AAVP7A1) (Figure 1-5). Marines sometimes are employed to enter and hold an area until a larger
military force can be mobilized.

Warfighter Demographics

From a human factors engineering (HFE) perspective, it is important to have an understanding of the users of a
technological system or device. Previously, when only physical attributes of the user were considered, user
anthropometry was most important. In aircraft design, arm and leg reach, torso height, etc., have been and still are
important parameters. During the introduction of HMDs, a number of head and facial anthropometry measures
were added to the list (Rash, 2000). These include the bizygomatic breadth (the maximum horizontal breadth of
the face, between the zygomatic arches), eye inset (the distance between the supraorbital notch [eyebrow] and the
cornea of the eye), the disparity between the two eyes, etc.

Now, as we wish to bring to the forefront perceptual and cognitive issues, it is important to expand our
knowledge of the user population. In this section, the demographics of the Army user community are explored as
a subset of the military user population, with comparisons to the other U.S. military services where available.

After the fall of the former USSR and the end of the Cold War, both the Federal Government and the Army
Leadership realized that the structure of the 1960s’ Big Army, designed to fight a protracted land war based in
Europe, was no longer required, and a major reduction in active-duty forces was undertaken. This downsizing,
occurring over the years 1992-1999, is reflected in Figure 1-6, which depicts U.S. Department of Defense active-
duty military personnel strength levels for fiscal years (FYs) 1950-2002 (U.S. Department of Defense, 2005).

Although the size of the active-duty component of the Army has decreased since the mid 1980s from around
775,000 to about 490,000 today (approximately a 35% decrease), the distribution of ranks (officers, warrants, and
enlisted) has remained fairly stable. However, changes in gender and ethnicity distributions have occurred.
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Figure 1-3. U.S. Navy vehicles: CVN-76 Ronald Reagan Aircraft Carrier (top center), SSN-23 Jimmy Carter
Submarine (bottom left), and DD-356 Destroyer (bottom right). (Source: U.S. Combat Camera)

Figure 1-4. U.S. Army vehicles: AH-64D Apache Attack Helicopter (top center), M1A1 Abrams Main Battle Tank
(bottom left), and M2 Bradley Infantry Fighting Vehicle (bottom right). (U.S. Combat Camera)
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Figure 1-5. U.S. Marine Corps vehicles: MV-22 Ospry (top center), CH-53E Super Stallion (bottom left), and
AAVP7A1 Amphibious Assault Vehicle (bottom right). (Source: U.S. Combat Camera)
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Figure 1-6. U.S. Department of Defense Active-Duty military personnel strength
levels for fiscal years (FY) 1950-2002 (Source: Department of Defense, 2005).
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Gender

It has been suggested that men and women have some basic behavioral differences, differences that may be based
on dissimilarities between the male and female brain. As an example, it has been suggested that women are
superior in certain language abilities, while men are superior in certain spatial abilities. Studies have documented
an “array of structural, chemical and functional variations” between the brains for the two genders (Cahill, 2005).
These studies have, in turn, highlighted gender differences, or biases, in cognition and behavior. Areas in which
these differences exist include memory, vision, audition (hearing), and response to stress, all of which are factors
that influence performance with HMDs. While within gender performance differences may exceed across gender
differences, it still may be useful to define the gender breakdown within the potential user population.

The overall gender makeup of the active-duty Army has undergone significant changes since the end of the
Cold War. While the total number of officer and enlisted women on active-duty has been rather constant, statistics
show that the proportion of women has increased from approximately 10% to 15% over the period just preceding
the end of the Cold War to 2003. This increase has been reflected in all ranks (Table 1-1) (U.S. Department of the
Army, 2005).

Analogous data for the ten-year period only from 1993-2003 also show increases in the proportion of women
from approximately 5% to 7% for the U.S. Marine Corps, from 16% to 20% for the U.S. Air Force, and from 12%
to 15% for the U.S. Navy.

Table 1-1.
Proportion of U.S. Army active-duty women (1983-2003).
(U.S. Department of the Army, 2005).

Females 1983 1993 2003
Active Army (75,548) (70,797) (74,907)
TOTAL 9.8% 12.5% 15.2%
Officers 10.2% 14.2% 16.4%
Enlisted 9.9% 12.4% 15.2%
Warrants 1.3% 3.8% 7.1%

Race/Ethnicity

As with gender, there is reason to suspect that cognitive performance may differ with ethnicity. Such differences
may have social, cultural, and economic causes (Rushton and Jensen, 2005). Therefore, as with gender, it may be
useful to define the ethnic breakdown within the potential user population.

Over the same period considered for gender makeup, there has been a gradual shift in the racial/ethnic makeup
of the active-duty military. For the Army, there has been a decreasing trend in the proportion of White and Black
Warfighters over the period FY83-03; in contrast, there has been an increasing trend for Hispanic and Asian
Warfighters over the same period (Table 1-2).

Within the U.S. Air Force, the proportion of Black Warfighters has been rather constant at approximately 15%,
while the Hispanic proportion has increased only slightly from approximately 3% to 6%. For the U.S. Navy, both
the Black and Hispanic Warfighter proportions have increased, from approximately 16% to 19% and from 7% to
9%, respectively. For the U.S. Marine Corps, Black Warfighter proportions have decreased from 17% to 13%,
while Hispanic proportions have increased from 8% to 13%.
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Education level

Table 1-2.
Ethnicity proportions of U.S. Army active-duty Warfighters (FY83-03).
(U.S. Department of the Army, 2005).

FY83 FY93 FYO03
White 64.0% 62.4% 59.3%
Black 28.3% 27.6% 24.0%
Hispanic 3.8% 4.7% 9.9%
Asian 1.3% 2.0% 3.5%
Other 2.6% 3.3% 3.3%

Chapter 1

The modern Warfighter, by general standards, is well educated (Table 1-3). Almost 98% are high school
graduates, and at least 96% of each of the U.S. military service’s commissioned officers have earned college
degrees (U.S. Department of Defense, 2004). For enlistment purposes, the military breaks education into three
overall categories: Tier 1, Tier 2, and Tier 3. Tier 1 includes high school graduates or equivalent. Tier 2, known as
Alternative Credential Holders, must achieve a minimum set score on Armed Forces Qualification Test (AFQT).
The final tier (Tier 3) includes non-high school graduates, i.e., individuals who are not attending high school and
are neither high school graduates nor alternative credential holders. However, the military services rarely accept a
Tier 3 candidate for enlistment.

Educational level of U.S. active-duty military personnel.

Table 1-3.

(U.S. Department of Defense, 2004)

Education U.S. U.S. U.S. Marine U.S. Air
Army Navy Corps Force
Commissioned Officers
College graduate” 98.7% 96.0% 97.2% 97.3%
g{fj‘ui‘t’?‘“’l 100.0% 99.5% 97.9% 97.6%
Warrant Officer
College graduate” 31.5% 23.1% 14.4% —
gf;ﬁ:om 100.0% | 100.0% 100.0%
Enlisted

College graduate” 5.3% 2.8% 1.3% 5.0%

High school 98.5% 98.2% 99.2% 99.9%

graduate

While no direct correlation between education and cognitive skills is claimed, a higher level of education is
considered to be an attribute that is advantageous in the use of technically complex systems.

2 A 4 -year degree.
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Age

The age of active-duty personnel can range from 17 ° to 60. An age distribution based on 2004 data is provided,
by gender, in Table 1.4. There is a relatively high correlation between the male and female distributions. The
median age (based on reported data only) is 26 and 25, for males and females, respectively.

The U.S. military is relatively young. Approximately 47% of female and 41% of male active-duty personnel is
under 25 years of age. Age has been shown to be a factor in cognitive performance in complex and simultaneous
task environments. Becker and Milke (1998) cite that for the air traffic control occupation, where the ability to
handle simultaneous visual and auditory input is critical to success, there is a strong positive relationship between
age and job performance.

Table 1-4.
Age distribution of U.S. active-duty military personnel.
(Expressed in percent)
(U.S. Department of Defense, 2004)

G‘:fsg ) ull?dzis 20-24 | 25-29 | 30-34 | 35-39 | 40-44 | 45-49 | 50+

Female 896 |37.74 | 21.70 | 1227 | 945 | 5.66 | 2.36 | 0.94
Male 7.74 | 33.28 |1 2035|1433 | 1243 | 7.58 | 247 | 0.82
Note: 0.99% male and 0.94% female not reported.

Service components

All of the demographic statistics presented have been for active-duty personnel. However, in addition to the
Active component of the military branches, there also is the Reserve component. The U.S. Army also has the
National Guard component; the U.S. Air Force has the Air National Guard. For the Army, the total Army
personnel strength at the end of FY04 was 1,041,340, with the active component (494,291) representing 47%, the
reserve component (204,131) representing 20%, and the National Guard component (342,918) representing 33%.
In peacetime, Reserve and National Guard personnel are generally confined to training operations. However, with
Operation Enduring Freedom and Operation Iraqi Freedom, the Department of Defense has been relying heavily
on the fielding of these components in combat operations. Demographic statistics for these components, for all
military branches, are prepared annually by the Department of Defense’s Washington Headquarters Services,
Information Technology Management Directorate, Arlington, Virginia, and can be accessed via their website,
http://www.dior.whs.mil/

Army Transformation Plan

As the U.S. military moves into the 21* century, it is adopting a new vision and a new model for its structure and
operation. The form of warfare envisioned during the Cold War and the type of Armed Forces previously built to
fight that war have been determined to be outdated, cost prohibitive, and ineffective. Today’s and tomorrow’s
Armed Forces must be leaner and more responsive. A major principle of the plan to achieve this “transformation”
is to depend more heavily on technology as a “force multiplier.”” HMDs are one of the many technologies being
employed to achieve this goal.

Since the Army represents a major portion of the U.S. military personnel (approximately 35%, compared to
26% each for the Navy and the Air Force, and 12% for the Marine Corps), it may be instructive to look at the

3 Age of 17 is the youngest enlistment age (with parental consent).
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Army’s ongoing program to restructure itself into a leaner, more technology-based organization. This
restructuring is currently referred to as the “Army Transformation Plan.”

For the latter half of the 20" century, the U.S. Army has been organized and equipped in preparation of fighting
the large armies of the Soviet block. With the collapse of the Soviet empire and the end of the Cold War, the new
challenges became multiple flashpoints scattered around the globe, e.g., Haiti, Somalia, Bosnia, Kosovo (Steele,
2001). To meet the changing demands on the future Warfighter, the Army is redefining itself via a transformation
process that will bridge two decades.

The basic tenets of the transformation, while subject to modification, include (Murray, 2001; Steele, 2001):

e The future Army must become more responsive.

e A deployment capability plan must be able to put a combat-ready brigade anywhere in the world within
96 hours, a full division within 120 hours, and five divisions within 30 days.

e Equipment designated for the new Army will have increased capabilities and do much of the routine
processing of data.

e The planned transformation must produce an Army that is more strategically, operationally, and
tactilely mobile than current forces.

The Army Transformation plan provides for three forces: the Legacy force, the Interim force, and the Future
force (formerly Objective force) (Murray, 2001). These three forces follow separate paths during the first decade
of the transformation, finally merging into the new Army sometime near 2020 (Figure 1-7). The Legacy force
consists of the Army’s current heavy and light forces, e.g., the M1 Abrams tanks and the M2/M3 Bradley fighting
vehicles. The Interim force improves on the capability of the Legacy force. It will consist of re-equipped heavy
and light brigades that will be capable of faster deployment. These new units will be referred to as the Interim
Brigade Combat Teams. The Future force will be the culmination of two decades of research and development.
This force will possess a greater responsiveness, deployability, agility, and versatility than the current force.

Legacy Sustain/&|Recapitalize

Force -

Objective

Force

Interim

Force
1 First | First Unit
2000 Interim 2003 Equipped

BCT Objective

Figure 1-7. The Army Transformation Campaign Plan (Adapted from Murray, 2001).

The Future Force concept exploits the vast opportunities made possible by the expected capacity to quickly
collect, organize, and distribute battlespace information. Data from multiple sources, e.g., sensors and databases,
will be available to the Warfighter. It is critical that technologies such as HMDs employed in systems inherent to
the Future Force concept be Warfighter-centered so as to enhance cognitive functions. Science and technology
(S&T) and research and development (R&D) will play major roles in the Future Force design.
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Under the Army’s Future Force concept, the Warfighter is referred to as the Future Force Warrior (FFW). The
concept seeks to create a lightweight, overwhelmingly lethal, fully integrated individual combat system, including
weapon, head-to-toe individual protection, networked communications, Warfighter-worn power sources, and
enhanced human performance, demonstrating “optimized cognitive and physical fightability.” The Warfighter
will become a “system-of-systems.” One integral system is a “head-borne vision enhancement” system (an HMD)
that provides fused I’/IR sensor imagery (U.S. Army Natick Soldier Center, 2004).

An important challenge for the military planners of the Interim and Future Forces will be the development of
Warfighter training that emphasizes intellectual development, flexibility, pragmatism, and cognitive decision
making. Decision making is an inseparable component of all cognitive activities. The 21* century Warfighter
must be able to select the critical information from a host of data made available by new technology and must be
technically competent in the operation of such technology, such as the HMD, which will play a major role in the
presentation of the information (Murray, 2001).

Battlespace Information, Information Superiority, and Network Centric Warfare (NCW)

With the explosion of imaging sensor technologies, the arrival of unmanned aerial systems (UASs) in the
battlespace, the development of miniature, low-power displays, and the ability to link high-quality data and
images via high-speed communication systems, the battlespace is saturated with information, with virtually all of
it being made available to the individual Warfighter. It is crucial that Warfighters and their commanders receive
this continual flow of information in order to achieve information superiority (Matson and DeLoach, 2003).

Information superiority in the battlespace means having an advantage in acquiring, processing, and distributing
information on the status and location of your Warfighters and the enemy’s Warfighters. This superiority also
results in an uninterrupted flow of battle information while denying an enemy’s ability to have the same
information (Cohen, 1999).

Garstka (2000) suggests that to understand how information impacts our ability to conduct military operations
it is necessary to consider three domains—the physical domain, the information domain, and the cognitive domain
(Figure 1-8). The physical domain consists of the material battlespace where the intent is to exert influence or
control in the situation. It encompasses the environments of land, sea, air, and space and is where the physical
platforms and the communications networks that connect them are located. This is where the information resides;
it is where information is created, shaped, and shared. It is the domain that makes possible the distribution of
information among Warfighters.

The information domain is the domain where the data exists. It is where the data are created, manipulated, and
shared. It is the domain that facilitates the distribution of information between Warfighters. It is the domain
where the command and control of modern military forces is exercised, where commander’s intent resides. In the
key battle for information superiority, the information domain is “ground zero.” Information Superiority is a
condition in the information domain, a condition that is created when one adversary is able to establish the
superior information state (Garstka, 2000).

The third domain is the cognitive domain, which is in the brain of the Warfighter. This is where perceptions,
awareness, understanding, beliefs, and values reside and where decisions are made. Most importantly, this is the
domain where most battles and wars are won and lost. The cognitive domain is where concepts of leadership,
morale, unit cohesion, level of training and experience, situational awareness, and public opinion are found. This
is the domain where an understanding of the battle plan, doctrine, tactics, techniques, and procedures influences
decision-making (Garstka, 2000).

All of the contents of the cognitive domain are filtered by human perception. This filtering is defined by the
Warfighter’s individual worldview, the body of personal knowledge the Warfighter brings to the situation,
experience, training, values, and individual capabilities (e.g., intelligence, personal style, perceptual capabilities,
and cultural background). While there is one reality (physical domain), which is transformed into selective data,
information, and knowledge by the various sensor and imaging systems in the battlespace, each Warfighter has
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his/her own perception of reality. The military, through training and shared experiences, strives to mold these
individual perceptions and resulting cognitive behavior into a similar collective perception of reality (Garstka,
2000).

An important aspect of this reality is situation awareness. Situation awareness refers to the Warfighter having a
global awareness of the tactical situation and of his/her status within the situation. The components of the
situation include mission purpose, mission constraints, environmental factors, available resources, and interaction
with other Warfighters and Warfighter elements. Alberts et al. (2001) discuss situation awareness within the
context of the cognitive domain. Maintaining situation awareness in the presence of the high information flow in
the modern battlespace requires considerable cognitive function. If cognitive function is compromised due to any
of a host of factors, situation awareness also becomes compromised. Further, this awareness must be shared and
yet must avoid both cognitive illusions and “groupthink.”*

Physical Domain Cognitive Domain

® Battlespace ® Perceptions
® Platforms ® Understanding
® Communications ® Decision making

Information Domain

® Creation
® Manipulation

® Distribution

Figure 1-8. The three domains that aid in the understanding of how information impacts the
conduct of military operations. (Suggested by Garstka, 2000)

The relatively modern concept of having the ability for geographically dispersed Warfighter forces (individuals,
teams, and higher order structured units) to create and maintain a high level of shared battlespace awareness that
can be exploited via self-synchronization and other operations to achieve strategic success is known as Network
Centric Warfare (NCW) (Alberts et al., 1999). NCW is about human and organizational behavior in the
battlespace. It mandates adopting a new way of thinking—network-centric thinking—and applying it to military

* The term “groupthink” was suggested by the psychologist Irving Janis in 1972 to describe a process by which a group can
make poor decisions that result from each member of the group attempting to conform to what they believe to be the group
consensus.
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operations. NCW focuses on the combat power that can be generated from the effective linking or networking of
the warfighting elements, converting the position of information superiority into military action.

The Physical Environment

Most professions and occupations have a single working environment whose characteristics define a set of typical
surround conditions within which the worker performs tasks or duties. This is not the case for the Warfighter. The
Warfighter's physical environment runs the gamut from benign to severe. Physical factors that could affect both
human and equipment performance must therefore be taken in consideration include operation in confined spaces,
at high altitudes, in reduced illumination levels, in adverse weather conditions (e.g., rain, sleet, snow, fog, etc.), in
smoke and other battlespace obscurants, in regions of extreme heat or cold, etc.

Until the recent trend to shift to performance specifications and to adopt more off-the-shelf technology, the
military was well-known for establishing rigid specifications. Referred to as military specifications (MIL-SPECs)
and military standards (MIL-STDs), these specifications precisely defined the operational environmental
requirements of newly developed devices and systems. These publications are still widely used and routinely
referenced in many performance specification documents. These specifications and standards typically address
such environmental factors as temperature, altitude, solar radiation, humidity, rain, sand, dust, vibration, shock,
salt, fog, fungus, etc.

The only dedicated military specification or standard for HMDs is MIL-A-49425 (U.S. Department of Defense,
1989) for the Aviator’s Night Vision Imaging System (ANVIS), an image intensifier (I*) tube-based HMD.
However, there are a number of such documents which are directly or indirectly applicable. These include, but are
not limited to, MIL-STD-461E (Electromagnetic Emission and Susceptibility Requirements for the Control of
Electromagnetic Interference), MIL-STD-1295 (Human Factors Engineering Criteria for Design Criteria for
Helicopter Cockpit Electro-Optical Displays Symbology) (U.S. Department of Defense, 1999), and MIL-STD-
1472 (Human Engineering Design Criteria for Military Systems, Equipment and Facilities) (U.S. Department of
Defense, 1981). The latter two examples are specifically cited for their guidance in addressing human factors
issues. The U.S. Army Aeromedical Research Laboratory, Fort Rucker, AL, also has published a performance-
based design guide, Helmet-Mounted Displays: Design Issues for Rotary-Wing Aircraft (Rash, 2000).

However, while these specifications and standards have been very effective in ensuring that systems be
designed to operate properly in harsh military environments, they do not guarantee that operational user
performance in these environments will not be affected. For example, today’s Warfighters deploy worldwide.
They can be required to operate in regions of extreme heat or cold for long periods. Such temperature extremes
can be encountered both in the outside, exposed environments, as well as in the inside, enclosed spaces of ships,
tanks, aircraft, etc. Working temperatures in excess of 100°F (38°C) have been recorded in tank cabins and
aircraft cockpits. Both heat and cold temperature extremes impact not just system performance but user
performance as well. In such regions, the physiological conditions of heat and cold stress may be present. In
extreme conditions, injuries of heat exhaustion or heat stroke and frostbite or hypothermia can result.

The physiological effects of heat stress can include fatigue, nausea, headache, and fainting. But, heat stress also
can reduce mental performance. Even moderate heat environments take a toll on performance. Tasks that require
attention to detail, concentration, and short-term memory will become more difficult. Heat stress slows reaction
and decision time. Routine tasks are done more slowly. Vigilant task performance is degraded (U.S. Departments
of the Army and Air Force, 2003). It has been suggested that impairment of cognitive performance by heat stress
is a function of the resulting internal body temperature during exposure (Hancock, 1981).

An excellent summary list of guidelines for the impact on Warfighter performance is provided by Johnson and
Kobrick (2001) and includes:

e Although not directly affected by heat, vision likely will be impaired by secondary factors such as
sweat running into the eyes and moisture obscuring optics and lens surfaces.
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e Visual distortions due to heat, such as mirages, optical illusions, shimmer and glare, can reduce
spatial vision.

Performance of some visual tasks, such as rifle aiming and distance judgment, can be degraded.

e Equipment controls can interfere with efficient manual operation when they become too hot to
handle comfortably.

e Sweating can cause headgear and headphones to become unstable and slide on the head,
compromising hearing, vision, and the performance of other tasks.

e Tasks requiring sustained attention, such as sentry duty, watch keeping, and instrument
monitoring, will be aversely affected.

e Complex mental tasks, such as mathematical reasoning and decoding of messages, can deteriorate
in heat above 90°F (32°C) after about 3 hours.

o Continuing heat exposure causes progressive motor instability, leading to impaired steadiness and
manual dexterity.

e Target tracking, in which the Warfighter must judge differences in continuous target alignment,
can degrade.

e Simple tasks are less affected by heat than are highly complex tasks. Moderately complex tasks
tend to be the most resistant to heat effects because they tend to sustain attention while placing
only moderate demands on the Warfighter’s overall performance.

e Multiple tasks (i.e., two or more tasks being performed concurrently) are more affected by heat
than any of the same tasks performed individually.

e Discomfort reactions are widely different among individuals, and heat acclimatization and
experience greatly influence degrees of discomfort. High humidity in tandem with conditions of
heat compound discomfort.

e Symptoms of heat illness seriously degrade Warfighter performance, and symptom intensity
varies widely among individuals.

Cold stress can have equally degrading effects on performance. Physiological effects can include uncontrollable
shivering, slow and irregular heartbeat, low blood pressure, fatigue and drowsiness, and pain in the extremities.
Cognitive effects for cold stress have been much less investigated than effects for heat stress but include memory
lapses and incoherence. In the battlespace, individuals working with computers or other skills requiring fine
motor control and good decision-making skills have been shown to be especially vulnerable to the effects of even
moderate cold stress (Pozos and Danzl, 2001).

A number of studies have documented decreases in visual vigilance task performance (Hoffman, 2001).
However, substantial decrements are likely to be present only during rapid changes in core body temperature,
such as with sudden water immersion.

While simple reaction time seems to be relatively unaffected, decrements in cognitive function due to cold
increase with task complexity. To offset the effects of cold stress, it might be necessary to pre-divide complex
tasks into multiple subtasks.

Additional Operational Factors

Physical factors of the environment are not the only ones that must be considered in the design, development, and
fielding of a new device or system. A number of additional factors must be addressed to ensure that user
performance with the device or system is optimized. Rash (2004) developed a list of adverse operational factors
that should be considered for their possible impact on operational performance with advanced display concepts, to
include HMDs. The list contains 19 generalized factors categorized as physical/environmental, mechanical,
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physiological, sensory, and psychological in nature (Table 1-5). This list of factors should not be considered
exhaustive.

Within the mechanical category, the HMD may be worn in conjunction with corrective eyewear and/or some
type of chemical, nuclear, biological (NBC) mask. Rash et al. (2002) states that limited mechanical clearance
(referred to physical eye relief) between the optics of an HMD and add-on devices, such as corrective spectacles,
oxygen masks, NBC masks, etc., can impact fit and the ability to achieve the full field-of-view of the HMD
imagery.

Optical alignment problems that can affect targeting tasks and associated decisions can be introduced when the
HMD is worn in combination with one or more of these devices. This effect arises from the induced prismatic
deviation caused by the presence of multiple optical surfaces.

Table 1-5.
Adverse operational factors to be considered for impact on operational
performance with advanced display concepts.

Category Factor
Physical/Environmental | Temperature (Heat/Cold)
Presence of obscurants (Smoke, fog, etc.)
Precipitation
Sun effects (Sunlight readability)
Mechanical Interface with NBC and oxygen mask
Eyewear (Glasses/Contacts)
Vibration and shock
Physiological Fatigue
Hypoxia
Sleep deprivation
G-loading
Existing medical conditions
Physiological state (Electrolyte balance,
hydration level, etc.)
Use of prescribed drugs and over-the-counter
(OTC) medications
Sensory Glare
Luminance transients (Flashblindness)
No/Low illumination
Noise (Impulse/Steady-state)
Psychological Mental/Emotional state (Stress)
Fear/Anxiety
Workload

Mechanical factors

In aviation and ground vehicular applications, the HMD must be able to operate satisfactorily in the presence of
vibration and mechanical shock (Rash, 2000). Helicopters and ground vehicles produce high levels of vibration.
This vibration affects both the vehicle and the operator. Human response to this vibration has been a more
difficult problem to understand and solve than that with the aircraft (Hart, 1988). The effects of vibration manifest
themselves in retinal blur, which degrades visual performance, and in physiological effects, the resulting
degradation of which is not fully understood (Biberman and Tsou, 1991). The problem of the presence of
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vibration is exacerbated by the fact that all vehicle types differ in their vibration frequencies and amplitudes.
Achieving full field-of-view of HMD imagery depends on maintaining proper alignment of the HMD optics,
which is a difficult task in the presence of vibration.

Physiological factors

Fatigue, hypoxia, G-loading, sleep deprivation, and the use of drugs/medications are physiological factors that
will degrade performance. Fatigue, sleep deprivation, and disruption of circadian rhythm are natural consequences
of today’s military operational planning where rapid force deployment across multiple time zones is expected,
often followed immediately by a high operational tempo. Besides high operational tempos, uncomfortable
working and sleeping environments, sustained operations, and insufficient staffing make fatigue a growing
concern (Caldwell and Caldwell, 2005). Loss of sleep degrades attention, cognitive speed and accuracy, working
memory, reaction time, and overall behavioral capability, often without the sleep-deprived person being aware of
the deficits (van Dongen and Dinges, 2000).

Primarily a high altitude aviation problem, hypoxia, a decrease in ambient oxygen level, has significant effects
on cognitive function. In mild cases, hypoxia causes only inattentiveness, poor judgment, and reduced motor
coordination. Severe cases result in a state of complete loss of awareness and unresponsiveness where brain stem
reflexes, including pupillary response to light and breathing reflex, cease.

Hypoxia also can be an issue for mountain operations (Cymerman and Rock, 1994). Warfighters deployed to
high mountain terrain can experience a number of effects in vision, cognitive function, psychomotor function,
mood, and personality. These effects are directly related to altitude and are much more common over 10,000 feet
(3,048 meters). Both cognitive and psychomotor performance degradation occurs at altitudes greater than 10,000
feet (3,048 meters). The effects are most noticeable at extreme altitudes (>18,000 feet [>5,486 meters]) where
degradation in perception, memory, judgment, attention, and other mental activity can occur (Cymerman and
Rock, 1994).

Another physiological factor, generally confined to the high-performance aviation community, is G-loading.
Under G-loading, a pilot’s body is subjected to forces many times that of normal gravity (G). A pilot in an aircraft
experiencing 4-Gs will be subjected to a force four times that of the force due to gravity. An F-16 fighter jet can
pull in excess of 9 Gs during maneuvers.

Without appropriate countermeasures (e.g., wearing of a G-suit, a specialized garment worn by pilots subject to
high levels of acceleration in order to prevent loss of consciousness), the effects of excessive G-loading can range
from grayout to blackout to loss of consciousness (Harvey, 2006). Grayout is a reduction in visual capacity (often
reported as a graying of vision) due to diminished blood flow to the eyes. This can result in a loss of peripheral
vision (i.e., tunnel vision) and a loss of color perception and scene contrast but no loss of consciousness. The pilot
still has auditory, tactile, and cognitive functions. Full vision can be recovered in two to three seconds after
removal of the G-loading. In blackout, the oxygen supply to the eyes’ retinas is severely reduced. A complete loss
of vision occurs but still no loss of consciousness. Again, the pilot still can hear, feel, and think. Recovery time is
a matter of two to three seconds after removal of G-loading. Most severe is loss of consciousness. The subject can
no longer hear, feel, or think. Recovery does not occur for 15 to 20 seconds after the G-loading is removed. The
time required to return to consciousness may vary from 9 to 20 seconds, and the pilot does not regain full, normal
function for several minutes (Beaudette, 1984).

A final physiological factor to be mentioned here is the possible influence of prescribed drugs or over-the-
counter (OTC) medications, used either as temporary or long-term medical condition management or as an
operational necessity (e.g., countermeasures for fatigue during critical sustained operations). In the aviation
community, pilots are routinely grounded if a medical condition warrants the use of prescription drugs. One major
future exception to this fact is when approved drugs are administered for operational reasons in extreme
situations, e.g., as fatigue countermeasures. The Air Force and the Army have been researching this possibility
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(Caldwell et al., 2002a; Caldwell and Brown, 2003). Analogous research has investigated the use of short-acting
hypnotics to improve daytime sleep and nighttime performance due to night shift work (Caldwell et al., 2002b).

Even OTC medications that are generally considered harmless can affect performance, both physical and
cognitive. Users frequently ignore the ever-present warning against the operation of equipment and machinery
during use. Even cold and allergy medications labeled as “non-drowsy” still list sleepiness as a possible side
effect.

Perhaps the most used drug in the world is caffeine, present in coffee, tea, and many cola drinks. These high-
level caffeine beverages are consumed innocently in large doses over long time periods. Military lore touts the
advantages of coffee and tea for keeping Warfighters awake and alert, both on and off the battlefield. Caffeine is a
drug that stimulates the central nervous system. Caffeine works on the body by increasing the heart rate, digestive
secretions, respiratory rate, metabolic rate, and urine output. Low doses (~ 3 cups of coffee per day) increase
alertness, while also increasing urination frequency and stomach acid levels. Higher doses can produce headache,
irritability, insomnia, diarrhea, depression, and hyperactivity. Performance enhancement and side effects vary
greatly among individuals. Sudden termination of caffeine consumption can result in withdrawal symptoms such
as headache, lethargy, difficulty in concentration, and mild nausea.

A 1993 cross-sectional survey of over 9000 Britons investigated the relationship of habitual coffee and tea
consumption to cognitive performance (Jarvis, 1993). Subjects completed tests of simple reaction time, choice
reaction time, incidental verbal memory, and visuo-spatial reasoning, in addition to providing self-reports of usual
coffee and tea intake. The study concluded that overall caffeine consumption showed a dose-response relationship
to improved cognitive performance for each cognitive test. Older subjects appeared to be more susceptible to the
performance-improving effects of caffeine than were younger subjects.

Sensory factors

Warfighter performance also can be impacted by sensory-related factors, such as the presence of loud and/or
constant noise, sudden transients in luminance, glare sources, and operation in periods of no or reduced
illumination (which can include operating at night, in foul weather, in caves, and in darkened ship interiors).

Sound provides important, useful information to the Warfighter. It can denote the presence of the enemy,
contain strategic or tactical communication, provide information about the status of the local environment or
vehicle being used, etc. Sound that is considered non-useful or distracting is identified as noise. A formal
definition of acoustical noise is random occurrences of energy spikes varying in both amplitude and frequency
(formally having a flat power spectrum across a significant portion of the human auditory response spectrum).
Noise is generally characterized as either continuous (steady state) or impulse. As the noise level increases, it can
progress from simply being annoying to being painful and damaging. At any level, noise can degrade
communication, thereby increasing the potential for error.

Steady state noise technically is defined as lasting one second or longer but more commonly is continuous over
the time period of concern. Common examples of steady state noise include road navigation noise, engine and
generator noise, acrodynamic noise associated with wind or water rushing over vehicle exteriors, and electronic
static. Steady state noise can mask important sounds that contain information. While low-level steady state noise
exposure (less than 85 decibels) has not been thought to create adverse health effects, recent troop deployments to
Bosnia and Kosovo have shown that low-level noise near military airports significantly impacted individual sleep
habits and other noise-sensitive tasks (Luz et al., 2004).

Studies investigating the effects of steady-state noise on cognitive function have shown degradation in reading
acquisition, time reaction to perceptual stimuli, attention, both intentional and incidental memory, and complex
task performance (Dudek at al., 1991; Lercher, Evans, and Meis, 2003). Noise interferes in complex task
performance, modifies social behavior, and causes annoyance. Noise exposure also has been shown to have
adverse health effects. Studies of occupational and environmental noise exposure suggest an association with
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hypertension, whereas community studies show only weak relationships between noise and cardiovascular disease
(Stansfeld and Matheson, 2003).

Impulse noise is defined as very intense sounds of short duration, abrupt onset and decay, and high intensity.
Impulse noise describes the kinds of sound made by explosions, aircraft breaking the sound barrier, and the
discharge of firearms. Exposure to impulse noise may result in temporary and permanent shifts in the threshold of
hearing (Hodge and Price, 1978). Intermittent impulse noises will mask speech in varying degrees. Impulse noise
in isolated one-second bursts is unlikely to disrupt much speech communication due to the redundancy of speech.
However, as the frequency and duration of the noise bursts increase, so does the masking effect (U.S.
Environmental Protection Agency, 1973).

Many sources of potentially distracting and damaging noise exist in the military environment, including
weapons systems, wheeled and tracked vehicles, fixed- and rotary-wing aircraft, ships, and communications
devices. Warfighters encounter noise through training, standard military operations, and combat. Warfighters also
may be exposed to noise through activities that are present but not unique to military service, including
engineering, industrial, construction, and maintenance tasks (Durch and Humes, 2006).

Studies have determined that individuals exposed to steady state sound levels of 85 decibels (A) (dBA) for an
8-hour period or longer are in danger of losing their hearing. Likewise, individuals exposed to impulse noise of
140 decibels (P) (dBP) or greater also are in danger of hearing loss (U.S. Army Center for Health Promotion and
Preventive Medicine, 2006). Studies have shown that many Warfighters operate with hearing decrements (Humes
et al., 2005; Shaw and Trost, 2005).

Muilitary vehicles generally are not sound insulated, and weapons, by virtue of their operation, are sources of
higher noise levels. Typical noise environments associated with the operation of military vehicles and weapons
include the Army’s M2 Bradley Fighting Vehicle (74-95 dBA at idle), the Army’s UH-60A Black Hawk
helicopter (106 dBA in cockpit), the Air Force’s F-16 fighter (103 dBA in cockpit), and the Navy’s coastal patrol
craft (112 dBA in engine room).

A new source of impulse noise has arisen in the U.S. Army as the inadvertent result of an effort to introduce
airbags into Army helicopters to reduce impact injuries during crashes (Ahroon et al., 2002). Deployment tests of
airbag systems in the Army’s UH-60 Black Hawk helicopter measured impulse noise levels from 144.8 to 162.4
dBP sound pressure level. Similarly, in Navy and Air Force aircraft, ejection seat operation can generate impulse
noise levels in excess of 165 dBP (Naval Air Test Center, 1981). Of course, in both environments, pilots wear
protective helmets with integrated noise attenuation, as well as supplemental noise protection in the form of
earplugs.

No/Low illumination

Modern military operations are all-weather, day and night in nature. Combat operations no longer are confined to
daytime or illuminated battlefields. Modern sensors expand the Warfighter’s capability to fight in rain, fog, and
even total darkness. Using microwave, radar, I?, infrared (IR), and other technology-based imaging sensors, the
“seeing” range of the human eye is extended into the darkest of nights and the gloomiest of weathers. However,
this capability does not come without cost. Warfighters are expected to view, interpret, and make decisions on
these “altered” representations of the outside world. Targets and backgrounds in these altered images are not
presented to the eye and brain in the same mode (i.e., with the same spatial content) as when viewed by the
natural unaided eye. Time-tested perceptions of objects are no longer fully usable when viewing images acquired
from spectral ranges that extend beyond and may not include the normal visual range. As an illustration, Figure 1-
9 depicts three presentations of the same scene, one as acquired by the unaided human eye, one as an IR sensor,
and one as a radio frequency sensor (Wang, Wang and Peng, 2003).
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Psychological Factors

The final category of adverse operational factors, one that is too frequently overlooked, is cognitive factors.
Workload and the mental/emotional state of the user (defined by such conditions as stress level, presence of fear
and anxiety, etc.) are factors that affect the user’s level of attention to and retention of information presented via
the HMD.
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Figure 1-9. Three views of a scene as acquired by the unaided human eye (left), an IR sensor (center), and a
radio frequency sensor (right) (Wang et al., 2003).

An undeniable consequence of the use of HMDs in NCW is increased workload. Workload can be defined as
the combination of task demands and human response to these demands (Mouloua et al., 2001). In general,
workload can be categorized as physical or cognitive. From the perspective of NCW and HMDs, the workload is
cognitive in nature. Cognitive workload (or cognitive demand) is not well studied nor well understood, especially
in scenarios where both physical and cognitive workload coexist or where multiple, simultaneous cognitive tasks
are present (National Research Council, 1997). In addition, effects of and response to workload level differ for
excessive and low workload scenarios.

In the benign environment of the development and testing laboratory, devices and systems based on advanced
technologies may demonstrate superior performance; in a training environment, performance is often reduced.
However, it is only when actual combat conditions and stressors are present that a true evaluation of system and
user performance can be realized.

Combat stressors can be both physical and psychological. Physical stressors have a direct effect on the body.
They may be both external and internal in origin. External physical stressors usually reflect the external
environmental conditions, e.g. heat, cold, noise, and have been introduced previously in this chapter. Internal
physical (or physiological) stressors, which include fatigue, hypoxia, sleep deprivation, G-loading, existing
medical conditions, physiological state, and the use of prescribed drugs and OTC medications, also have been
discussed in a cursory manner in this chapter and will be expanded upon in Chapter 16, Performance Effects Due
to Adverse Operational Factors.

All of these physical (external and internal) stressors also place demand on the human cognitive and emotional
systems, manifesting themselves as slow thought processing, memory lapses, anger, and/or fear (U.S. Army
Center for Health Promotion and Preventive Medicine, 2005). Actual individual performance, with or without the
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use of advanced technology devices (e.g., imaging sensors and HMDs), is determined by the human response to
these stressors. Humans respond with either physiological and mental reactions or reflexes designed to counteract
these stressors. Responses may include decreased blood flow to the brain, muscles, and the heart; increased
sweating; adrenaline release for energy and alertness; and muscle tension. These responses are intended to keep
individuals within the range of physiological, emotional, and cognitive performance levels that optimize
performance for survival.

The Warfighter’s specific emotional and psychological reactions to combat have been referred to as “battle
fatigue.” Battle fatigue is described as a temporary response to the stress of combat capable of reducing combat
performance by 10 to 50 percent. It is considered an inevitable consequence of military conflict (Hazen and
Llewellyn, 1991). In modern times, this condition has been recognized as a distinct diagnostic phenomenon,
referred to as Posttraumatic Stress Disorder (PTSD) (American Psychiatric Association, 1980). It was categorized
as an anxiety disorder because of the presence of persistent anxiety, hypervigilance, exaggerated startle response,
and phobic-like avoidance behaviors (Meichenbaum, 1994). Arguably, while often studied in war veteran
populations, this disorder is not limited to veterans but can be in sifu in the battlespace.

The Warfighter, the HMD and Cognition

An argument that the current trend in the military to use advanced technology to reduce manpower requirements
and to overcome the vast physical demands of military training and combat has been presented. This argument
has further stated that today’s military environment is information intensive, and that this information is
increasingly being presented in a head-up approach using head- and helmet-mounted displays. This deluge of
information places a tremendous cognitive workload on the Warfighter. It is imperative, that, if HMDs are to
indeed become a functional and useful technology, their design and execution be accomplished through a
comprehensive understanding of their sensory, perceptual, and cognitive implications. Without a doubt, modern
Warfighters, whether on land, under the oceans, in the air, or in space, are a special group who operate in
environments unforgiving of human error, where cognitive degradation or failure can lead to, at best, an
incomplete mission and, at worst, catastrophic consequences (Westerman et al., 2001).
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2 THE HUMAN-MACHINE INTERFACE CHALLENGE

Gregory Francis
Clarence E. Rash
Michael B. Russo

In Chapter 1, The Military Operational Environment, the military user of helmet-mounted displays (HMDs) and
operational environment were described in a general fashion. In this chapter, we try to identify the essential issues
that must be considered when attempting to use an HMD or head-up display (HUD). We begin by suggesting that
the human-machine interface (HMI) challenge of HMD design is to use robust technology to organize and
present information in a way that meets the expectations and abilities of the user. This chapter outlines some of
the main concepts that are relevant to this challenge. Subsequent chapters describe important details about human
sensory, perceptual, and cognitive systems and describe the characteristics, abilities, and limitations of HMD
systems. Additional engineering-related information about HMDs can be found in this book’s predecessor,
Helmet-Mounted Displays: Design Issues for Rotary-Wing Aircraft (Rash, 2001). The following discussion steps
back from some of the details of these systems and looks at a bigger picture to identify themes that will apply to
many different situations.

Although engineering teams do not make an HMD awkward to use, HMDs often fail to live up to their
promised performance (Keller and Colucci, 1998). Many of the issues with HMDs are those common to all
information displays, which can either make information more useable or can increase workload and stress
(Gilger, 2006). In spite of conscientious efforts by the human factors engineering (HFE) community, HMD
designs have not been optimized for the capabilities and limitations of the human user (National Research
Council, 1997). The progress that has been made in addressing HFE issues has been modest and largely limited to
either anthropometry or to the physiological characteristics of the human senses, i.e., vision and audition.
Perceptual and cognitive factors associated with HMD user performance have been almost totally overlooked.
With the information-intensive modern battlespace, these factors are taking on an even greater importance.

While HMDs can be used for a wide variety of purposes and display many different types of information,
fundamentally there is always a “region” where a human user interacts with the HMD. This is the Auman-machine
interface (HMI). This interface serves as a bridge that connects the user and the machine (Hackos and Redish,
1998). The design of this interface is critically important because the information from quality sensors and
computer analysis will not be beneficial unless the human user understands the information. It is important to note
that the HMI is not a device; instead, it is a virtual concept, represented by the interaction of the human sensory,
perceptual and cognitive functions with the HMD’s information output(s).

This chapter is organized to examine the different aspects of the human-machine interface. We start with a
basic description of human perceptual and cognitive systems, and consider their biases, abilities, and limitations.
We then turn to a description of HMDs and consider their abilities and constraints. Finally, we discuss the
interface between these two systems and consider general aspects of how they can be brought together. This
discussion is kept at a relatively high-level abstraction of ideas and leaves the details for other chapters.

Human Sensation, Perception and Cognition
Sensation, perception, and cognition all refer to the acquisition, representation, and utilization of information in

the world. These processes appear easy, automatic, and complete, but in reality, they are extremely complex, take
substantial processing, and are surprisingly limited in terms of their relation to the veridical world.
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Sensation

Sensation is one of the first steps in acquiring information about an environment. It refers to the detection of a
property (or characteristic) of an object in the world. Typically this process involves responses from biological
receptors that are sensitive to a particular form of energy. These receptors can be very complex and can respond to
a wide range of energy forms. For vision, the receptors are cells in the back of the eye called rods and cones that
respond to light energy of different wavelengths. For audition, the receptors are the cilia of the organ of Corti that
sit on the basilar membrane in the cochlea of the ear. For cutaneous sensation (touch), there are several types of
receptors that are embedded in the skin and respond to flutter, vibration, pressure, and stretching. Figure 2-1
shows schematic views of the receptors for vision, audition, and touch.
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Figure 2-1. Different receptors are responsible for the sensation of dissimilar types of
stimulus energy. Left: Cross section of the back of the eye shows photoreceptors that are
sensitive to light energy. Top right: Cilia on the organ of Corti are sensitive to sound
energy. Bottom right: Receptors in the skin are sensitive to forces on the skin.

Perception

Humans are not aware of sensory processes, except as they influence our perception of the world. Perception
refers to the awareness of objects and their qualities. The process of perception is so accurate and convincing that
the detailed mechanisms of how perception happens are mostly hidden from general awareness. We have the
impression that as soon as we open our eyes, we see the world, with all of its objects, colors, patterns, and
possibilities. In reality, the events that occur when the eyes open are astonishingly complex processes that depend
on precise chemical changes in the eye, transmission of electrical and chemical signals through dense neural
circuits, and rich interactions with both memories of previous events and planned interactions with the world.
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Figure 2-2 characterizes the perceptual loop that is mostly hidden from awareness when looking at the world.
This figure and the following discussion are adapted from Goldstein (2007). (See Chapter 15, Cognitive Factors,
for a similar loop that describes some cognitive processes.) One could start a description of the loop at any place
and could talk about any of the perceptual senses. We will focus on visual perception because it is easy to refer to
the stimuli, and we will start with the Action node on the far right. Here, a human interacts with the environment
in some way that changes the visual array. This could be as simple as opening the eyes, turning the head, or taking
a step forward. It could also be a quite complex event such as jumping toward a ball, splashing paint on a surface,
or changing clothes. The action itself changes the environment. Thus, the next step in the loop is the
Environmental stimulus.

Perception
Processing Recognition
\
v
Transduction Action
Stimulus on Environmental
receptors stimulus
Attended
stimulus

Figure 2-2. The perceptual loop demonstrates that perceptual processing
involves many different complex interactions between the observer and the
environment (adapted from Goldstein, 2007).

The environmental stimulus refers to properties of things in the world. This is the information that is, in
principle, available to be acquired. For visual perception, this refers to the currently visible world. In practice, a
person cannot acquire information about the entire environmental stimulus. Instead, perceptual processes usually
focus on only a relatively small subset of the environmental stimulus, the attended stimulus.

The attended stimulus is the part of the environmental stimulus that is positioned in such a way that sensory
systems can acquire information. The term stimulus may need some explanation, as it is very context specific. In
some situations, the stimulus may be a particular object in the world, such as a building. In other situations the
stimulus may refer to a particular feature of an object in the world, such as the color of a building’s wall. In still
other situations, the stimulus may be a pattern of elements in the world, such as the general velocity and direction
of a group of aircraft. A person can attend a stimulus by moving the body, head, and eyes so that the relevant parts
of the environmental stimulus fall on to the appropriate perceptual sensors.

The stimulus on receptors is the next step in the perceptual loop. Here, energy that corresponds to the attended
stimulus (and some energy from parts of the environmental stimulus that are not the attended stimulus) reaches
specialized cells that are sensitive to this energy. For visual perception, the specialized cells are photoreceptors in
the back of the eye (Figure 2-1). These photoreceptors are sensitive to light energy (photons).

Transduction refers to the conversion of stimulus energy into a form of energy that can be used by the nervous
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system of the observer. The stimulus energy must be converted into an internal signal that encodes information
about the properties of the attended stimulus. For visual perception, the photoreceptors of the eye initially undergo
chemical transformations when they absorb photons. These chemical transformations induce an electrical change
in the photoreceptor. These electrical changes are then detected and converted into a common format that the rest
of the brain can use.

After transduction, the stimulus undergoes processing by the neural circuits in the brain. This processing
includes identification of stimulus features (e.g., patterns of bright and dark light; and oriented edges of stimuli).
As this information is processed, the observer experiences the phenomenological experience of perception. At this
stage, the observer gains an awareness of properties of the attended stimulus in the world. The perceptual
experience is not simply a function of the attended stimulus energy, because the experience may also depend on a
memory of the world from a few previous moments. It may also depend on the action generated by the observer.

Recognition refers to additional interactions with memory systems to identify the attended stimulus, relative to
the observer’s experience and current needs. Here, the observer interprets the properties of the attended stimulus,
perhaps to identify friend or foe and opportunity or threat. As a result of this interpretation, the observer generates
some kind of action, which restarts the perceptual loop.

While we have stepped through the stages of the perceptual loop one after another, in reality all the stages are
operating simultaneously and continuously. Thus, actions based on one moment of recognition may occur at the
same time as transduction from a previous stimulus on receptors. Moreover, some information about the
environment can only be detected after multiple passes through the perceptual loop, where the observer plans a
specific sequence of actions so that they change the environmental stimulus in a way that allows them to gain
particular desired information (e.g., moving the head back and forth to induce a motion parallax, which allows for
discrimination of an object in depth).

One of the main messages from the description of the perceptual loop is that perception is an extremely
complex experience. Each stage of the perceptual loop plays an integral role in perceptual experience and
contributes to how we interpret and interact with the world. What is known about the details of each stage in the
perceptual loop is far too complicated to describe in this book. Some of the other chapters in this book do discuss
some of the details that are especially important for HMDs. Here, we try to take a more global view of the issues.

The human perceptual systems have evolved to process only certain types of stimulus inputs. For example, the
human visual system covers only a small subset of the electromagnetic spectrum (i.e., 380 to 730 nanometers).
We interpret different wavelengths of light as perceptually different colors, but the visual system is unaware of
electromagnetic energy at longer wavelengths (heat) or very short wavelengths (ultraviolet and beyond).

Similarly, the human visual system has evolved to detect subtle properties of the visual world by interpreting
global flows of streaming motion (Gibson, 1950). As we move through an environment, individual objects in the
world produce moving patterns of light across our retinas. The patterns of movement contain significant
information about the world and the properties of the observer. Figure 2-3 schematizes two flow fields generated
by different movement of the observer. The line projecting out from each dot indicates the direction and velocity
(length of the line) of a dot at that position in the field-of-view (FOV). Figure 2-3A shows the flow field
generated when the observer moves in a straight line toward a fixed point in the middle of the field. All of the
motion patterns expand from the fixed point. Sensitivity to the properties of the flow field can allow a moving
observer to be sure that he or she is moving directly toward a target.

Flow fields can be much more complicated. Figure 2-3B shows the flow field generated by an observer
traversing on a curved path while fixating on the same spot as in Figure 2-3A. To maintain fixation on a point, the
observer must change his or her head or eyes, and these movements change the properties of the flow field.

Humans can use these kinds of flow fields to estimate heading direction to an accuracy within one visual
degree (Warren, 1998), and many areas of the brain are known to be involved in detecting motion and flow fields
(Britten and van Wezel, 1998). Flow fields of this type exist for many different situations, and they are especially
important for detecting heading and direction of motion in aircraft (Gibson, Olum and Rosbenblatt, 1955).
However, there are some kinds of flow fields that humans interpret incorrectly and so produce perceptual illusions
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(e.g., Fermuller, Pless and Aloimonos, 1997). Thus, the perceptual systems limit the kinds of information that
people can extract from flow fields.

h
ight-line path across a ground plane.
The direction of motion can be determined by finding the focus of expansion, the point in
the flow field where there is no horizontal or vertical motion. This may not be explicitly
present, but can be extrapolated from the motion of other points in the image. B)
Curvilinear dot flow generated from a curved path across a ground plane, also with a
fixed gaze. From Wilkie and Wann (2003).

Figure 2-3. A) Radial dot flow generated from a stra

There are similar issues for depth perception. Objects in the world occupy three spatial dimensions, but the
pattern of light on the retina of an eye is a 2-dimensional projection of light from the world. The third dimension
must be computed from the differences in the projection to the two eyes, by changes in the projection over time
(motion parallax), or by pictorial cues that generally correlate with differences in depth. As part of this process,
the human visual system has evolved to make certain assumptions about the world. These assumptions bias the
visual system to interpret properties of a scene as cues to depth. For example, the objects in the top row of Figure
2-4 generally look like shallow holes, while the objects in the bottom row look like small hills. There is a bias for
the visual system to assume that light sources come from above objects. The interpretation of the objects as holes
is consistent with this idea. Now rotate the page so that the figure is upside down. The same bias for light to come
from above now switches the percept of the items.
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Figure 2-4. The visual system is biased to assume an illuminant comes from above. The
perceived depths associated with the dots reveal this bias. The top row appears to be made
of shallow holes because the brighter part is at the bottom and the top is darker (in
shadow). The bottom row appears to be made of small hills because the top is brighter
(light hitting it) while the bottom is darker (in shadow).

There are similar biases for interpreting patterns of reflected light. Figure 2-5 shows what is called the Snake
[lusion (Adelson, 2000; Logvinenko et al., 2005). The diamonds are all the same shade of gray, but are set
against light or dark backgrounds. They look different because the visual system interprets the dark bar on top as
a transparent film in front of the gray diamonds and the white background. As seen through such a film, the gray
diamonds appear brighter than the (physically identical) gray diamonds below that are not seen through a film.
Here, a bias in the visual system to interpret patterns of light as indicative of transparent surfaces changes the
apparent brightness of objects. Such complex interpretations of scenes are quite common (Gilchrist et al., 1999).

¢ o

Figure 2-5. The Snake lllusion: The gray diamonds are physically the same shade of
gray, but the diamonds in the top row appear lighter than the diamonds in the bottom
row. Adapted from Adelson (2000).
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Although more difficult to demonstrate in a printed format, there are similar biases and influences for other
perceptual systems. Humans detect sounds only within a certain band of frequencies, and have varying
sensitivities across these frequencies that are biased toward the range of frequencies that correspond to human
speech (Fletcher and Munson, 1933). Likewise, segmentation of the auditory stream follows certain rules that can
cause a listener to perceive multiple sound sources when only one sound source is actually present. See Chapters
11, Auditory Perception and Cognitive Performance, and 13, Auditory Conflicts and I[llusions, for further
discussions of human auditory perception, and Chapter 18, Exploring the Tactile Modality for HMDs, for a
description of haptic perception.

The main lesson from these observations about human perception is that the perceptual systems have evolved
to identify and extract some types of information in the environment but have not evolved to process other types
of information. Evolutionary pressures have lead to perceptual systems that operate well within some
environments, but these same systems will behave poorly when placed in entirely new environments.

Cognition

Similar observations can be made about human cognition (see Chapter 15, Cognitive Factors, for a fuller
discussion of cognitive systems). Humans are very good at tasks involving face recognition (e.g., Walton, Bower,
and Power, 1992) because evolutionary pressures give an advantage to being able to recognize, interpret, and
remember faces. Humans also are quite good at many pattern recognition tasks that are difficult for computers,
such as reading handwriting, interpreting scenes, or understanding speech in a noisy environment (Cherry, 1953).
However, there are many recognition tasks where humans perform quite poorly, especially tasks that involve
judgments of probability or the use of logic (Khaneman and Tversky, 1984). Moreover, biases and limitations of
perceptual, attentional, memory, decision-making, and problem solving systems severely restrict the ability of
individuals to perform well in many complex situations.

We complete this description of human behavior by pointing out a few common misconceptions about
perception and cognition. First, evolutionary pressures rarely lead to optimal behaviors, and humans rarely act in
an optimal way. Instead, evolution tends to select solutions that satisfy many different constraints well enough.
Humans are good pattern recognizers, but outside of a few special situations it would be false to characterize them
as optimal. Second, perception does not involve direct awareness of the world. Some researchers go so far as to
claim that all of perception is an illusion, but this presupposes that one has a good definition of reality. Such
philosophical discussions (Sibley, 1964) are beyond the scope of this book, so we simply note that perception
actually requires significant resources and processing to acquire information about an environment. Third,
contrary to centuries of philosophizing, humans are not generally rational. Studies of human cognition show that
when humans appear to be rational it is not because they think logically, but because they learn the specific rules
of a specific situation and act accordingly (Wason and Shapiro, 1971). Thinking rationally requires substantial
training in the rules of logic, and this often does not come naturally. Finally, it is a mistake to believe that an
individual can use all available information. The presence of information on a display or “known” to a person
does not mean that such information or knowledge will guide human behavior in any particular situation.

Machine: Helmet-Mounted Displays

HMDs can be constructed in many different ways. Variations in sensors can make an image on a display sensitive
to different aspects of the environment. Variations in the display change how information is presented to the
human observer. Whatever the application, HMDs are not stand-alone devices. As integrated components of
combat systems (as well as in other applications), they are used to present information that originates from optical
and acoustic sensors, satellites, data feeds, and other communication sources, Even in simulation or virtual
immersion applications, external signals (consisting of visual and audio data or information) must be provided. In
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the following discussion, we briefly place the HMD in perspective, by considering its role as just one component
of the night imaging system. The function of the HMD does not come to bear until energy that is created by or
reflected from objects and their environment (referred to as stimuli) is captured (detected) by sensor(s), and then
manipulated, transmitted, and presented on the HMDs displays. While not an exhaustive examination of the
important properties of HMDs, this distinction helps to highlight some of the key features that relate to the HMI.

Stimuli

There are several ways to define a stimulus, but usually the term is used to refer to the properties of objects of
interest in the world that generate sensations. This definition is important because an HMD filters and modifies
the detected properties of the object. Thus, for example, a faint visual stimulus that normally would be undetected
by the unaided eye can become detected with the aid of a night vision sensor; similarly, a faint sound stimulus that
normally would be undetected by the unaided ear can become detected with the aid of an amplifier. A different
way to describe the situation is to note that the night vision sensor converts one stimulus (the original faint
stimulus) into another stimulus (visual energy in the HMD’s display component). These are largely philosophical
distinctions, although it is sometimes useful to switch between descriptions to explain different aspects of
perception.

For human vision, input sources can be any object that emits or reflects light energy anywhere in the
electromagnetic spectrum. For nighttime operations, examples include obvious naked-eye sources such as weapon
flashes, explosions, fires, etc., and thermal sources such as human bodies, tanks, aircraft, and other vehicles that
would serve as emissive sources during and after operation.

For human hearing, input sources are both outside and inside the personal space (e.g., cockpits for aviators and
vehicle interiors for mounted Warfighters). Outside audio input sources include explosions, weapon fire, and
environment surround sounds (especially for dismounted Warfighters). Inside sources include engine sounds,
warning tones, and communications.

With an HMD application, properties of the external world are detected by sensors and are then converted into
electronic signals. These signals are relayed to the visual or audio display component of the HMD, where an
image of the external “scene” (visually or acoustically) is reproduced, sensed, and then acted upon by the user. A
simplified block diagram for this visual/acoustical stimulus-sensor-display-user construct is presented in Figure 2-
6. In this simplistic representation, the HMD acts as a platform for mounting the display (or, in some designs, a
platform for mounting an integrated sensor/display combination).

Sensors —s=Displays

User

Figure 2-6. Simplified block diagram of the visual/acoustical stimulus-sensors-
displays-user construct used in HMDs.
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Sensors

Sensors are devices that acquire information about stimuli in the outside world. A sensor is defined as a device
that responds to a stimulus, such as heat, light, or sound, and generates a signal that can be measured or
interpreted. HMD visual imagery is based on optical sensors. Historically, the use of acoustic sensors in the
battlespace has been limited, with underwater applications being the most prevalent. Generally, HMD audio
information presentation has been limited to the reproduction of communications via speakers. However, acoustic
sensors are rising in importance as their utility is explored. Different acoustic sensors operating in the ultrasonic
and audible frequency ranges have a wide range of applications and impressive operating ranges. Optical forward-
looking infrared (FLIR) imaging sensors can have an effective detection operating range as great as 20 kilometers
(km) (12.4 miles) under optimal environmental conditions; acoustic sensors theoretically can operate out to
approximately 17 km (10.6 miles) under ideal conditions. For both sensor technologies, identification ranges are
more limited.

Many HMDs are based on optical imaging systems and are used to augment normal human vision. These
systems include sensors that are sensitive to energy that is not detected by the normal human eye. The HMD
displays this energy in a way that helps an observer identify objects in the environment. Optical imaging sensors
can be categorized by the type of energy (i.e., range of wavelengths) they are designed to detect. Each specific
category defines the imaging technology type (and therefore the physics) used to convert the scene of the external
world into an image to be presented on the HMD’s display. Theoretically, such sensors may operate within any
region of the electromagnetic spectrum, e.g., ultraviolet, visible, IR, microwave, and radar. Currently, the two
dominant imaging technologies are image intensification (I*) and FLIR.

Image intensification (I?) sensors

The sensor used in an I” system (as applied in early generation I* devices) uses a photosensitive material, known
as a photocathode, which emits electrons proportional to the amount of light striking it from each point in the
scene. The emitted electrons are accelerated from the photocathode toward a phosphor screen by an electric field.
The light emerging from the phosphor screen is proportional to the number and velocity of the electrons striking it
at each point. The user views the intensified image formed on the phosphor screen through an eyepiece (Figure 2-
7).

I” sensors generally detect energy in both the visible range and the near-IR range; the actual wavelength range
is dependent on the technology generation of the I* sensor (and sometimes the presence of optical filters).

Scene Photocathode Luminescent Screen

Intensified
\ Scene Image Image

I
.

Eye

-
Objective Lens High Vacum Tuhe_ Ocular Lens

Figure 2-7. The basic parts of an I device. The photocathode effectively amplifies the light
intensity of the visual scene and projects the amplified scene on a screen that is perceived
by the observer.
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This process is analogous to using a microphone, amplifier and speaker to allow the user to more easily hear a
faint sound. In both cases, some of the “natural fidelity” may be lost in the application process. The intensified
image resembles a black-and-white television image, only usually in shades of green (based on the selected
display phosphor) instead of shades of gray. However, recent advances offer the promise of pseudo-color I*
devices based on dual- or multi-spectrum I? technology (Bai et al., 2001; Toet, 2003; Walkenstein, 1999).

Forward-looking infrared (FLIR) sensors

FLIR-based imaging systems operate on the principle that every object emits energy (according to the Stefan-
Boltzmann Law). The emitted energy is a result of molecular vibration, and an object’s temperature is a measure
of its vibration energy. Therefore, an object’s energy emission increases with its temperature. An object’s
temperature depends on several factors: its recent thermal history, its reflectance and absorption characteristics,
and the ambient (surrounding) temperature.

FLIR sensors detect the IR emission of objects in the scene and can “see” through haze and smoke and even in
complete darkness. Although no universal definition exists for infrared (IR) energy, for imaging purposes, it is
generally accepted as thermally emitted radiation in the 1 to 20 micron region of the electromagnetic spectrum.
Currently, most military thermal imaging is performed in the 3 to 5 or 8 to 12 micron region. These regions are
somewhat dictated by the IR transmittance windows of the atmosphere (Rash and Verona, 1992).

Thermal imaging sensors form their image of the outside world by collecting energy from multiple segments of
the outside scene. The sensors convert these energy data into a corresponding map of temperatures across the
scene. This may be accomplished by using one of several sensor designs. The two most common are the older
scanning arrays and the newer focal plane staring arrays.

Typically a scanning array consists of a vertical row of sensor elements. This 1-D array is scanned horizontally
across the focused scene, producing a 2-D profile signal of the scene. If desired, the scan can be reversed to
provide an interlaced signal.

A focal plane array uses a group of sensor elements organized into a rectangular grid. The scene is focused onto
the array. Each sensor element then provides an output dependent upon the incident infrared energy. Temperature
resolution, the ability to measure small temperature differences, can be as fine as 0.1° C.

Acoustic sensors

The source inputs for auditory displays are often thought of as being radio-transmitted communications,
automated voice commands, or artificially generated alert tones. Historically, any sensing of external sounds, such
as engine sounds, weapons fire, ground vibration, etc., has been accomplished primarily by the human ear, and for
lower frequencies, the skin. However, in the last decade there has been an increased interest in acquiring external
sounds and using them for source identification and spatial localization, e.g., sniper fire from a specific angle
orientation. This is accomplished through the use of acoustic sensors.

Acoustic sensor technology involves the use of microphones or arrays of microphones to detect, locate, track,
and identify air and ground targets at tactical ranges. Target information from multiple widely-spaced acoustic
sensor arrays can be digitally sent to a remote central location for real-time battlespace monitoring. In addition,
acoustic sensors can be used to augment the soldier's long range hearing and to detect sniper and artillery fire
(Army Materiel Command, 1997).

Acoustic sensors have been used for decades in submarines for locating other submarines. The earliest and
most familiar is the “hydrophone.” The hydrophone is a device that detects acoustical energy underwater, similar
to how a microphone works in air. It converts acoustical energy into electrical energy. Hydrophones in underwater
detection systems are passive sensors, used only to listen. The first hydrophone used ultrasonic waves. The
ultrasonic waves were produced by a mosaic of thin quartz crystals placed between two steel plates, having a
resonant frequency of approximately 150 kilohertz (kHz). Contemporary hydrophones generally use a
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piezoelectric ceramic material, providing a higher sensitivity than quartz. Hydrophones are an important part of
the Navy SONAR (SOund Navigation And Ranging) systems used to detect submarines and navigational
obstacles. Directional hydrophones have spatial-localized sensitivity allowing detection along a specific direction.
Modern SONAR has both passive and active modes. In active systems, sound waves are emitted in pulses; the
time it takes these pulses to travel through the water, reflect off of an object, and return to the ship is measured
and used to calculate the object’s distance and often its surface characteristics.

No longer confined to the oceans, modern acoustic sensors are being deployed by the U.S. Army in both air and
ground battlespace applications. These sensor systems have demonstrated the capability to detect, classify, and
identify ground targets at ranges in excess of 1 km and helicopters beyond 5 km with meter-sized sensor arrays,
while netted arrays of sensors have been used to track and locate battalion-sized armor movements over tens of
square kilometers in non-line-of-sight conditions.

Regardless of the characteristics of individual sensor types, the sensors employed by an HMD system are
designed to detect certain types of energy and present information about that energy to the user. The properties of
the system are thus fundamentally defined by the sensitivity of the sensors to the energy they detect. For an
observer to respond to this energy, the sensors must convert the detected energy into a format that can be detected
by the observer’s perceptual system. The converted energy is then displayed to the observer. This leads to the
remaining main component of any HMD-the display.

Displays

A generic definition of a “display” might be “something used to communicate a particular piece of information.”
A liberal interpretation of this definition obviously should be extremely broad in scope. Examples would run the
gamut from commonplace static displays (e.g., directional road signs, advertising signs, posters, and photographs)
to dynamic displays (e.g., televisions, laptop computer screens, and cell phone screens).

Visual displays used in HMDs are so ubiquitous that they almost do not need any introduction. There are many
different type of visual displays (e.g., cathode-ray tubes, liquid crystal, electroluminescent, etc.), but they all
generate patterns of light on a 2-dimenional surface. Details about the properties, constraints, and capabilities of
these display types are provided in Chapter 4, Visual Helmet-Mounted Displays.

Because they are less familiar to many people, we will describe auditory displays in more detail. Auditory
displays use sounds to present information. These sounds can be speech-based, as with communications systems,
or nonspeech-based, such as the “beep-beep” of a microwave oven emitted on completion of its heating
cycle. Auditory displays are more common than might first be assumed. They are used in many work
environments including kitchen appliances, computers, medical workstations, automobiles, aircraft cockpits, and
nuclear power plants.

Auditory displays that use sound to present data, monitor systems, and provide enhanced user interfaces for
computers and virtual reality systems are becoming more common (International Community for Auditory
displays, 2006). Examples of auditory displays include a wide array of speakers and headphones.

Auditory displays are frequently used for alerting, warnings, and alarm-situations in which the information
occurs randomly and requires immediate attention. The near omni-directional character of auditory displays that
can be provided using an HMD is a major advantage over other types of auditory displays.

Long used primarily as simple alerts, the presentation of nonspeech-based sounds is increasing in its scope,
effectiveness and importance. Sound is being explored as an alternate channel for applications where the presence
of vast amounts of visual information is resulting in “tunnel vision” (Tannen, 1998). However, sound is sufficient
in its own capacity to present information.

There is a vast spectrum of sounds available for use in auditory displays. Kramer (1994) describes a continuum
of sounds ranging from audification to sonification. Audification refers to the use of “earcons” (Houtsma, 2004), a
take-off on the concept of icons used in visual displays. An icon uses an image that “looks” like the concept being
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presented, e.g., a smiley face representing happiness; an earcon would use a sound that parallels that of the
represented event. These are typically familiar, short-duration copies of real-world acoustical events. As an
example, an earcon consisting of a sucking sound might be used in a cockpit to warn the aviator of fuel
exhaustion.

Sonification refers to the use of sound as a representation of data. Common examples of sonification use
include SONAR pings to convey distance information about objects in the environment and the clicks of a Geiger
counter to indicate the presence of radioactivity. In both examples the sounds are the means of information
presentation; but the actual sounds themselves are not meaningful. Instead, it is the relationship between the
sounds that provide information to the user (in the case of SONAR, the relationship is between distance and time;
for the Geiger counter, the relationship is between intensity and frequency).

It is worth reemphasizing that audification uses the structure of the sound containing the information, while
sonification uses the relationship of sounds to convey the information. This implies that in the case of
sonification, changing the specific sounds does not change the information, and even simple tones may be
employed (Kramer, 1994).

The development of 3-D auditory displays for use in HMDs is both an example of the sophisticated level that
auditory displays have achieved and an example of an application where an auditory display is superior to a visual
display. The inherent sound localization produced by such displays can be used to directionally locate other
Warfighters (friend and foe), threats, and targets (Glumm et al., 2005).

Auditory display technologies for HMD applications are not as diverse as visual display technologies. The
dominant technology is the electro-mechanical or electro-acoustic transducer, more commonly known as a
speaker, which converts electrical signals into mechanical and then acoustical (sound) signals. More precisely, it
converts electrical energy (a signal from an amplifier) into mechanical energy (the motion of a speaker cone). The
speaker cones, in turn, produce equivalent air vibrations in order to make audible sound via sympathetic
vibrations of the eardrums.

An alternate method of getting sound to the inner ear is based on the principle of bone conduction. Headsets
operating on this principle (referred to also as ears-free headsets) conduct sound through the bones of the skull
(cranial bones). Such headsets have obvious applications for hearing-impaired individuals but have also been
employed for normal-hearing individuals in auditory-demanding environments (e.g., while scuba diving)
(MacDonald et al., 2006).

Bone conduction headsets are touted as more comfortable, providing greater stereo perception, and being
compatible with hearing protection devices (Walker and Stanley, 2005). However, bone conduction acts as a low-
pass filter, attenuating higher frequency sounds more than lower frequency sounds.

Auditory displays, their technologies and applications, are discussed further in Chapter 5, Audio Helmet-
Mounted Displays.

Other issues

HMD systems face additional constraints because they are almost always a part of a larger system. In military
settings, HMDs are almost always a part of the Warfighter’s head protection system (i.e., helmet). As a result, the
HMD must not introduce components that undermine the head protection crash worthiness of the system, e.g.,
impact and penetration protection (see Chapter 17, Guidelines for HMD Designs). One effect of this constraint is
that the HMD components face restrictions on their weight and how their placement affects the center-of-mass of
the combined HMD/helmet system.

Another issue that drives an HMD system design is how it interacts with the environment in which it is to be
used. A key aspect is that the HMD needs to be relatively self-contained. That is, the HMD must be able to
operate with a system that may change in several significant ways. While one wants the HMD to match
appropriately with the larger system, it is not practical for a minor change in the larger system to necessitate a
major redesign of the HMD. In addition to working well with various types of machine systems, an HMD needs
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to work well with various types of human users. While people’s cognitive and perceptual systems are fairly
similar, there can be significant differences, and the HMD needs to be functional for a variety of users. User
capabilities may change over time, and an HMD needs to be usable despite these changes. Even with the best
HMD development programs, system and user performance are usually evaluated under generally benign
conditions and not under more realistic conditions where physical fatigue, psychological stress, extreme heat or
cold, reduced oxygen levels, and disrupted circadian rhythms are present.

The HMD as a Human-Machine Interface: Statement of the Challenge

The task of designing an HMD that both meets the needs of the situation and matches the abilities of the user is a
difficult one. The best efforts and intentions may still lead to a poor result. There are so many constraints on an
HMD from the physical, task, and human parameters that something is almost certain to be suboptimal.
Unfortunately, for the system to work well, everything must be just right.

Many of the difficulties derive from the need for an HMD to behave robustly in a complex system. From
engineering and manufacturing perspectives, an HMD needs to be relatively self-contained. Unless the HMD
behaves robustly, the manufacture or design of the system components can bog down development. For example,
changes to one part of an HMD system (e.g., a microphone) must be relatively isolated from other parts of the
HMD (e.g., the visual display).

Having described the human and machine aspects of an HMD, we are now ready to discuss how the properties
of these two systems influence the design of the human machine interface. The HMI challenge is to address the
following question: How to use robust technology to organize and present information in a way that meets the
expectations and abilities of the user?

Clearly, a satisfactory solution to the challenge requires careful consideration of both the machine and human
systems. Current engineering techniques tend to focus on ensuring that the machine side of the system behaves
according to design specifications in a way that ensures that appropriate sensor information is present on the
display. There are remaining issues to be resolved, and active development of new technologies will be needed to
address these issues. For example, a continued effort in the development of miniature display technologies can
improve weight, center-of-mass offset and heat generation, which in turn improves comfort. Development of
more intuitive symbology (an ongoing effort) will reduce workload and error rate.

The more difficult aspect of the challenge, and the part that needs more progress, is understanding the human
side of the system. Information on an HMD may be present but not be perceived, interpreted, or analyzed in a way
that allows the human user to take full advantage of the HMD. Working with the human side is difficult because
many aspects of human perception and cognition are not fully understood and thus there is little information
available to guide the design of an HMD. Moreover, humans are exceptionally complex systems that can behave
in fundamentally different ways in different contexts. These behavior changes make it very difficult to predict
how they will perform in new situations. Indeed, one commonly noted aspect of fielded HMD designs is that
users do not follow the “rules” for the system and instead adapt new strategies to make the HMD operate in some
unexpected way. A classic example of HMD users not following the rules is AH-64 Apache pilots using the
Integrated Helmet and Display Sighting System (IHADSS). This HMD has a very small exit pupil that results in
great difficulty maintaining the full FOV. To compensate, pilots use a small screwdriver to minimize the image on
the display, thereby allowing viewing of the full FOV (but no longer in a one-to-one relationship with the sensor
FOV) (Rash, 2008).

There has been substantial progress on some aspects of the challenge. For example, studies of human vision
indicate the required luminance levels that are needed for HMD symbology to be visible in a wide variety of
background scenes. Likewise, the intensities and frequencies of sound stimuli that can be detected by human users
are well understood and promote guidelines for HMD design (Harding et al., 2007).
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Things are more challenging when the information detected by sensors does not correspond to aspects of the
world that are usually processed by human perceptual systems. For example, infrared vision systems that detect
sources of heat energy can provide a type of “night vision.” The information from sources of heat energy is
usually displayed as a visual display. Such a display requires some type of conversion from heat energy to the
visible ranges of light energy. This conversion can lead to misinterpretations of the information when aspects of
the sensor information are mapped onto display properties in a way that is inconsistent with the biases of the
visual or cognitive systems. In the case of heat sensors, it is fairly easy to display the intensity of heat emissions
as a light intensity map. This provides the human observer with an unambiguous description of what the sensor
has detected. However, a light intensity map tends to be interpreted as something produced by objects that reflect
illuminated light. As a result, the visual display can be misinterpreted, with columns of heat interpreted as solid
objects and false identification of figure and ground.

Adding color to the display of such a system may provide additional clarity about the properties of the heat
emissions, but can lead to even further confusion about the properties of the objects in the environment. In normal
vision, different colors correspond to changes in the properties of surfaces (e.g., fruit versus leaves), but may
correspond to something else entirely on a visual display.

Thus, the great benefit of HMDs, that they can display a wide array of sensor information, also exposes them to
great risk, that they display information in a way that is inconsistent with the properties of the observer.

In optimizing the HMI for the HMD, the electrical engineer might investigate how to build better buttons and
connectors (or other physical components of the HMD); the human factors engineer might investigate how to
design more legible/audible and intelligible labels, alerts or instructions (e.g., perhaps, the characteristics of the
symbology presented via the HMD); the ergonomicist might investigate the anatomy and anthropometry of the
user population (e.g., head dimensions and interpupillary distance); but in this book we will focus on investigating
HMD design from the perspective of the in foto human visual, auditory and neural systems (i.e., sensory,
perceptual and cognitive functions). In doing so, the bidirectional flow of information will be studied via the
HMD, through the sense organs (primarily the eyes and ears), through the visual and auditory pathways, through
the thalamus, to and from the respective cortices. The HMI concept adopted here will incorporate the relationship
between the HMD design and the user’s visual and auditory anatomy and physiology, as well as the processes by
which we understand sensory information (perception) and the neural activities associated with recognition,
memory, and decision making with this information (cognition).

All of the issues are addressed in the following chapters. There is, as yet, no complete solution to the HMI
challenge, but progress is being made in many areas. One goal of this book is to identify where solutions do exist,
identify situations that require additional study, and outline possible solutions to some of those problem situations.
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Part Two
Helmet-Mounted Displays

Historically, the helmet-mounted display (HMD) has been thought of as an optical/visual
system. Thus, it is important to understand the optical parameters involved in the design of
HMDs and the impact these parameters have on image quality. Equally important are the
characteristics of the sensor(s) that produce the visual imagery. However, advanced HMD
designs include significant audio information. This requires the HMD designer to also consider
auditory factors such as noise attenuation and communication speech intelligibility.
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In order to fully understand the sensory, perceptual, and cognitive issues associated with helmet-/head-mounted
displays (HMDs), it is essential to possess an understanding of exactly what constitutes an HMD, the various
design types, their advantages and limitations, and their applications. It also is useful to explore the developmental
history of these systems. Such an exploration can reveal the major engineering, human factors, and ergonomic
issues encountered in the development cycle. These identified issues usually are indicators of where the most
attention needs to be placed when evaluating the usefulness of such systems.

New HMD systems are implemented because they are intended to provide some specific capability or
performance enhancement. However, these improvements always come at a cost. In reality, the introduction of
technology is a tradeoff endeavor. It is necessary to identify and assess the tradeoffs that impact overall system
and user sensory systems performance. HMD developers have often and incorrectly assumed that the human
visual and auditory systems are fully capable of accepting the added sensory and cognitive demands of an HMD
system without incurring performance degradation or introducing perceptual illusions. Situation awareness (SA),
essential in preventing actions or inactions that lead to catastrophic outcomes, may be degraded if the HMD
interferes with normal perceptual processes, resulting in misinterpretations or misperceptions (illusions).

As HMD applications increase, it is important to maintain an awareness of both current and future programs.
Unfortunately, in these developmental programs, one factor still is often minimized. This factor is how the user
accepts and eventually uses the HMD. In the demanding rigors of warfare, the user rapidly decides whether using
a new HMD, intended to provide tactical and other information, outweighs the impact the HMD has on survival
and immediate mission success. If the system requires an unacceptable compromise in any aspect of mission
completion deemed critical to the Warfighter, the HMD will not be used. Technology in which the Warfighter
does have confidence or determines to be a liability will go unused.

Defining the Helmet-Mounted Display

Melzer and Moffitt (1997) describe an HMD as minimally consisting of "an image source and collimating optics
in a head mount." From the perspective of U.S. Army rotary-wing aviation, Rash (2000) extended this description
to include a coupling system that uses head and/or eye position and motion to slave one or more aircraft systems,
typically a head-directed sensor. Using this description, Figure 3-1 presents a basic block diagram in which there
are four major elements: image source (and associated drive electronics), display optics, helmet, and head/eye
tracker. The image source is a display device upon which sensor imagery is reproduced. Early on, these sources
were miniature cathode-ray-tubes (CRTs) or image intensification (I?) tubes. More recently, miniature flat panel
display technologies have provided alternate choices. The display optics is used to couple the display imagery to
the eye. The optics unit generally magnifies and focuses the display image. The helmet, while providing the
protection for which it was designed originally, also now serves as a platform for mounting the image source and
display optics. The tracking system couples the head orientation or line-of-sight with that of the pilotage sensor(s)
and weapons.
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Figure 3-1. Block diagram of a basic U.S. Army rotary-wing aviation HMD.

However, this extended description of HMDs is still limited by its close association with use in military rotary-
wing aircraft as well as being focused only on the visual system. Manning and Rash (2007) provide a more
generalized description of visual HMDs that is applicable to both military and commercial applications, where the
name ‘“head-worn displays” (HWDs) has been gaining acceptance. The same basic four building blocks are
employed but are expanded in scope:

o A mounting platform, which can be as simple as a headband or as sophisticated as a full flight
helmet. In addition to serving as an attachment point, it must provide the stability to maintain the
critical alignment between the user’s eyes and the HWD viewing optics;

e An image source for generating the information imagery that is optically presented to the user’s
eyes. Advances in miniature displays have produced a wide selection of small, lightweight and low-
power choices at moderate cost, while meeting the demands of perceptual intensity and resolution
(See Chapter 4, Visual Helmet-Mounted Displays.);

e Relay optics, which transfer to the eye(s) the information at the image source. Relay optics typically
consists of a sequence of optical elements (mostly lenses) that terminates with a beam-splitter
(combiner). Initial designs for visual applications were monocular with a single beam-splitter in front
of one eye, but as miniature display technologies develop, binocular designs are becoming
dominant;' and,

e A head-tracker, which is optional if the HWD is used only to present status information using non-
spatially-referenced symbols. However, it often is required if external (outside) imagery is supplied
by a sensor or a synthetic database. If such imagery is to be presented, the user’s directional line-of-
sight must be recalculated continuously (updated) and used to point the sensor or to select the
synthetic imagery data correlated with the user’s line-of-sight. Presentation of head-referenced
information (imagery and/or symbology) via a head tracker requires a preflight calibration procedure
called boresighting, which aligns the sensor’s and user’s lines-of-sight.

Each of these fundamental HMD building blocks has engineering, sensory, perceptual, cognitive, and
ergonomic considerations that will be explored in future chapters. All of these engineering and human factor

! For the audio realm, three-dimensional (virtual) audio technologies are being developed. Tactilely, small vibrators are
being explored for 360 degree enhanced awareness.
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considerations are interrelated; therefore, tradeoffs are required in order to achieve a design that will be
functionally acceptable for a specific operational application. As the tradeoffs are implemented, it is essential that
the developer and the user be aware of the performance implications of these tradeoffs. The following sections
will use the visually based HMD as an example of these considerations.

Classifying Visual Helmet-Mounted Display Designs

Since visual HMDs are complicated systems, there are several classification schemes that can be employed. These
include those based on image source, image display technology, imagery presentation mode, and optical design
approach. The image formed by an optic system, e.g., an HMD, can be real or virtual. At a practical level, the
image is real if the light rays to be focused by the eye or a camera are spreading farther apart, i.e., diverging. This
is the case when we view a real object directly or in a flat mirror, a photograph, the screen at a movie theater, or
view an image focused by a convex lens from beyond its focal plane. The image formed is outside the optical
system; the light rays (or wave front) from the image points that reach the eye are diverging. An image is virtual if
the light rays to be focused by the eye are moving closer together, i.e., converging. Examples of virtual images
include those from telescopes or microscopes focused by the user, a real scene viewed through a concave lens, or
looking into a convex lens from a point inside its focal plane.

Real-image HMD designs are rare. A direct-view image source like a miniature liquid crystal display (LCD)
would have to be located no closer than reading distance, which is not practical. Putting the appropriate optics in
front of the miniature display to move it closer to the eye would likely make the image virtual. All currently
fielded HMDs are set to produce virtual images (although a slightly diverging system than produces some
accommodation in the eye for presented symbology while viewing a real scene through the display may have
some attentional advantages).

Virtual image displays offer several advantages (Seeman et al., 1992). At near optical infinity, virtual images
theoretically allow the eye to relax (reducing visual fatigue) and provide easier accommodation for older users.
By providing a virtual image, a greater number of individuals (but not all) can use the system without the use of
corrective optics. A collimated image also reduces effects of vibration that produces retinal blur.

Shontz and Trumm (1969) categorize HMDs based on the mode by which the imagery is presented to the eyes.
They define three categories: One-eye, occluded; one-eye, see-through; and two-eye, see-through. In the one- eye,
occluded type, imagery is presented to only one eye, to which the real world is blocked, with the remaining eye
viewing only the real world. The one-eye, see-through type, while still providing imagery to one eye, allows both
eyes to view the real world. (Note: The optics in front of the imagery eye will filter the real world to a lesser or
greater degree.) The Integrated Helmet and Display Sighting System (IHADSS)? employed on the AH-64 Apache
helicopter is an example of this type. In the two-eye, see-through type, imagery is presented to both eyes, while
the real world also is viewed by both eyes.’ The Thales TopOwl™ is an example of this type.

Another classification scheme, which parallels the three types described above, uses the terms monocular,
biocular, and binocular. These terms refer to the presentation mode of the symbology and/or sensor imagery by
the HMD. For our usage, monocular means the HMD sensor imagery is viewed by a single eye; biocular means
the HMD provides two visual images from a single sensor or multiple sensors, but each eye sees exactly the same
image from the same perspective; binocular means the HMD provides two visual images, one for each eye, from
two sensors displaced in space, thus providing perspective. (Note: A binocular HMD can use a single sensor, if
the sensor is manipulated to provide two different perspectives of the object scene.) Both biocular and binocular
HMDs will have two optical channels (one for each eye). Note that a two-eyed HMD presenting biocular imagery

? The THADSS system now is owned and manufactured by Elbit EFW, Fort Worth, TX.
3 Not included in this classification scheme is a “two-eye, occluded” category such as Night vision Goggles (NVGs)
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from one sensor/database is still capable of presenting binocular symbology overlays as long as it has two
independently controllable image sources

Typically, binocular HMDs use optical designs that fully overlap the images in each eye. In such HMDs, the
field-of-view (FOV) is limited to the FOV of the display optics. However, in order to achieve larger FOVs, recent
HMD designs partially overlap the images from two optical channels. This results in a partially-overlapped FOV
consisting of a central binocular or binocular region (simultaneously seen by both eyes) and two monocular
flanking regions (each seen by one eye only) (Figure 3-2). Such overlapping schemes can be implemented by
either divergent or convergent overlap designs. In a divergent design, the right eye sees the central overlap region
and the right monocular region, and the left eye sees the central overlap region and the left monocular region
(Figure 3-3a). In a convergent design, the right eye sees the central overlap region and the left monocular region,
and the left eye sees the central overlap region and the right monocular region (Figure 3-3b).

Overlaped
Monocular Binocular Monocular

Region Region Region

Figure 3-2. Partially overlapped FOV with a central binocular region and two monocular regions

The IHADSS is an example of a monocular HMD; the Aviator’s Night Vision Imaging System (ANVIS) is an
example of a 100% overlapped binocular HMD; and the Kaiser Electronics’ CRT-based Helmet Integrated
Display Sight System (HIDSS) design is divergent and has an overlap of approximately 30% (based on a 17°
overlap region within the 52° horizontal FOV).

Classifying HMDs by optical design is even more complicated. The simpler and more predominant types use
optical designs based on reflective and refractive lens elements that relay the HMD image source to the eye. A
standard characteristic of these designs is the presence of a final partially-reflective element(s) positioned in front
of the user’s eye(s) called “combiners” (Wood, 1992). These elements combine the see-through image of the real
world with the reflected image of the HMD image source. Reflective/refractive optical designs will be discussed
in detail in Chapter 4, Visual Helmet-Mounted Displays.

Another HMD type is based on a visor projection design (e.g., Cameron and Steward, 1994). A simple diagram
of this design approach is presented in Figure 3-4. The image source(s) is usually mounted around (top/side) the
helmet, and the image is relayed optically so as to be projected onto the visor where it is reflected back into the
user’s eye(s). The advantages of visor projection HMDs include lower weight, improved center-of-mass (CM),
increased eye relief, and maximum unobstructed visual field. A possible deficiency is image degradation that can
result in a high vibration environment. An optical problem that can show up with this design is the production of
ghost images. Also, this design requires that the visor be able to be placed consistently at the same position.
Recently, visor projection designs have been revisited (Chapter 4, Visual Helmet-Mounted Displays).
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Figure 3-3a. Visual interpretation of the divergent display mode.
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Figure 3-3b. Visual interpretation of the convergent display mode.
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Figure 3-4. Visor projection HMD design approach.

Another approach, which again allows for low weight and provides a compact design, is one using holographic
optical elements (Vos and Brandt, 1990). A holographic combiner is used to merge the standard combiner
function with the collimation function usually performed by an additional refractive optical element. This merging
implies that the holographic combiner acquires optical power, hence the term power combiner (Wood, 1992). In
some designs, the visor serves as the combiner, with a holographic coating on the visor substrate. Disadvantages
of this approach include the problem of preventing humidity and temperature effects from degrading the
holograms. Considerable progress has been made in mitigating these problems in the last few years.

One of the most recent entries into HMD design approaches is the use of lasers that scan an image directly onto
the retina of the user’s eye (Johnston and Willey, 1995). Figure 3-5 provides a diagram of the basic retinal
scanning approach. This approach eliminates the need for a CRT or flat panel (FP) image source, offering the
potential of improving both weight and CM. Other cited advantages of this system include diffraction (and
aberration) limited resolution, small volume (for monochromatic), full color capability, and high brightness
potential. Disadvantages, at least potentially, include scanning complexity, susceptibility to high vibration
environments (as with helmet slippage in military environments), limited exit pupil size, and safety concerns.
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Figure 3-5. Basic diagram of retinal scanning display (adapted from Proctor, 1996).
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A recent optical design for HMDs developed by BAE Systems uses wave-guide technology. This system uses
holographic optics embedded between two transparent plates to direct the image to the eye. The potential
advantages to this system are simplicity, large eye relief, ability to use in conjunction with existing night vision
goggles (NVGs), lower cost, reduced weight and ability to adapt to existing military helmets. Although most of
the disadvantages are unknown at this time, safety related to the plate placed in front of the eye and the eventual
FOV have not been fully addressed. This approach is used in BAE System’s Q-Sight™ HMD discussed in the
Current and Future HMD Programs section of this chapter.

Regardless of the actual optical approach used, a visual aviation HMD also must include an image source, a
head/eye tracker (if sensor is remotely located), and a helmet platform. At one time, the traditional approach was
to integrate the optics and image source into a subsystem which was then mounted onto an existing helmet
(Melzer and Larkin, 1987). This after the fact add-on approach was used with ANVIS. As one might expect,
attaching one subsystem to another subsystem may not produce the optimal design. Instead, an integrated
approach in which all elements and components of the HMD are designed in concert generally will result in the
best and most functional overall design. The IHADSS was the first HMD product of the integrated approach, i.e.,
the helmet and the HMD optics were developed as a system, even though the optics is a removable component.

Even when using an integrated approach, the desired application of an HMD will impact design, leading to a
variety of configurations. There is no one-design-fits-all scenario. In fact, the various missions, and the conditions
under which they must be performed, are so different, that a single HMD design, while optimal for one set of
conditions, may be significantly deficient for other mission scenarios. A solution to this problem may be a
modular approach (Bull, 1990), where the HMD system consists of a base mounting unit (e.g., helmet platform),
and interchangeable modules that can be attached, each for a specific set of mission requirements. This modular
approach can be effective as long as an integrated approach is used that does not compromise the basic
requirements of any subsystem. For example, the helmet, while now being used as a platform to attach optics, still
must serve its primary functions of providing impact, visual, and acoustical protection. The HIDSS HMD design
for the now cancelled U.S. Army Comanche program was an example of the modular approach.

The visually-coupled system (VCS) concept

Head-position sensing or head tracker technologies provide the pilot’s/operator’s “caged eyeball” line-of-sight as
a control input to the aircraft/vehicle and its on-board sensors and weapons. This class of head-mounted system
has sometimes been called a helmet-mounted sight. HMD technologies provide virtual image display capability
integral to the user’s helmet. When combined, they form a class of systems many times referred to across the
military community as VCS, as illustrated in Figure 3-6. With closed loop VCS, the head tracker technology
serves as the control path input to sensors, weapons, avionics, or the vehicle itself, while the HMD technology
provides the display symbology/imagery feedback. It should be noted that even the most basic head tracker
requires at least a simple display reference a “crosshair” or “reticle” so the user knows what line-of-sight is being
sensed. It is also worth noting that the image intensification technology (commonly referred to as NVGs) that has
evolved over this same timeframe represents a “self-contained” VCS, in that NVGs present spatially-referenced
image intensification information to the wearer.

VCS take advantage of the psycho-motor skills of the operator to provide an intuitive visual interface to the
vehicle, its on-board systems, and the surrounding environment. VCS provide a “look-and-shoot” vs. a “point-the-
vehicle-and-shoot” capability for effective targeting of airborne and ground, and stationary and moving ground
targets. This class of systems provides an expanded off-axis visual capability for the entire range of mission
requirements. As time has gone on, there has been an increase in situations where the individual Warfighter is the
“weapon platform” of choice with rapid adaptability and real-time decision-making before the enemy can react.
Human systems, and in particular, visually-coupled display systems, optimize and sustain the human role in
combat operations.
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Figure 3-6. Visually-coupled system concept block diagram.
The History of Helmet-Mounted Displays

The official history of HMDs starts almost a century ago, with Albert Bacon Pratt, of Lyndon, Vermont. During
the height of World War I, between 1915 and 1917, Pratt was awarded a series of U.S. and U.K. patents
(Marshall, 1989), for an “Integrated Helmet Mounted Aiming and Weapon Delivery System” for a marksman
(Figure 3-7).

Patented May 16, 1918 / A. B. PRATT.
2 astiTeaner s, / wearon,
APPLICATION TILED JULY 14, 1913,

1,183,492,

Figure 3-7. Albert Pratt’'s helmet-mounted display (Marshall, 1989).

Pratt, a chemical engineer, claimed a few features in his patent that have survived through the years and are as
valid today as they were 100 years ago. A couple of comparisons between Pratt’s patent claims and features of
today’s HMD designs will help establish his design as the precursor of current HMDs.
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e Size and Fit
“The helmet preferably will be made in two sizes, a large size and a small size. To adapt the helmets to fit
different size heads the lower section is provided with flexible linen.”

Today’s flying helmets are designed in small, medium, large and extra large sizes; the liner is
customized to individual pilots.

e Target Acquisition

“The gun is automatically aimed unconsciously to the turning of the head of the marksman in the
direction of the target. In self-protection one instinctively turns the head in the direction of attack to see
the enemy. Thus, the gun is automatically directed toward the target.”

Today’s HMDs embody the same “look-and-shoot” philosophy; sophisticated technology with Kalman
filtering tracks the instantaneous pilot’s line-of-sight to guide missiles to the target.

e Dual Use

On a lighter note, the crown of Pratt’s helmet (Item #7) doubled as a cooking pan, with the gun barrel
safeguard (Item #213) serving as the handle. Whereas some might think the top spike (Item #8) is
intended for hand-to-hand combat, it is simply stuck into the ground to support the pan while dining in
the field.

Also, despite conducting an in-depth literature research, the authors of this chapter were not able to
identify a like-functionality for modern helmets.* Advantage, Pratt!

The concept and the potential applications of HMDs in aircraft cockpits have fascinated military aviation
strategists for decades. The idea of placing a virtual image focused at infinity in the visual path of the pilot and
overlaying computer-generated images so that mission critical information is always available with “eyes-out,”
has mobilized incredible technical and financial resources over the last decades. It is generally acknowledged that
an HMD, when part of a Visually Coupled System (VCS), is among the most valuable visual aids in the arsenal of
a military pilot. Experience has shown that nothing can be added to a tactical aircraft that give more “bang for the
buck” or operational payoft-per-pound-added than a VCS.

Military HMD development: historical overview

The various militaries across the world have actively pursued the research, development, application, and fleet
introduction of a variety of helmet-mounted technologies for over forty years. A complete overview of the HMD
technology development over the last forty years would be difficult as there have been hundreds of head tracker
and HMD development efforts. Additionally, in recent years the concept of virtual reality has spurred interest in
HMDs within industry and the general population. One artifact of the vast interest in HMDs has been the failure
of the military (and more recently the commercial) communities to develop and accept an overall plan that would
establish unambiguous guidelines for HMD development, not that such efforts have not been attempted.

Within the U.S., in 1995 (Brindle, Marano-Goyco, and Tihansky, 1995) under the auspices of a Tri-Service
Working Group reporting to the Office of the Undersecretary of Defense for Research and Engineering, a
technology-development taxonomy was established to help the HMD community properly categorize and

* The modern plastics-composite helmet has lost considerable functionality, as the early steel-pot was used to cook, wash,
dig, etc.
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articulate the diverse spectrum of research and development (R&D) programs underway at any point in time. The
taxonomy’s main categories included:

o  Human System Integration, dealing mostly with efforts on safety, anthropometry, vision, situation
awareness, spatial disorientation, symbology, and audio performance/hearing protection.

o Component Development, focusing on optics, image intensification, head trackers, image sources,
three-dimensional (3-D) audio, and voice recognition; interconnect technology/ systems, and symbol
generation/graphics.

o System Development for air and ground vehicles, the individual warrior, and simulation.

o System Integration and Analysis, coordinating all R&D efforts dealing with a) helmet system
integration — both the integration of the various VCS components with each other and with existing
personal life support equipment; and b) vehicle/laboratory system integration for properly integrating
the helmet-mounted system with the vehicle and the vehicle sensors/weapons/subsystems.

o Application Demonstration/Measurement and Evaluation, oriented toward laboratory measurements,
simulation evaluations, flight-worthiness testing, flight evaluations, concept demonstrations and field
trials.

In order to highlight and summarize the wide range of HMD developments over the past decades, it may be
useful to briefly describe those efforts that have progressed all the way from initial R&D, through prototyping and
production, and into fielding (even if limited). Some of these programs will be summarized in greater detail in the
Current and Future HMD Programs section of this chapter.

One of the earliest (1970s) sighting HMD systems to be fielded was the electro-mechanical linkage head-
tracked sight used to direct the fire of the gimbaled gun in the U.S. Army’s AH-1G Huey Cobra attack helicopter
(Braybrook,1998). The pilot aimed the gun by superimposing a helmet-mounted reticle over the target.

Not too long after the Cobra head tracker system (1973-1979), the Navy introduced an electro-optical head-
tracking system into its later Phantom models F-4J and F-4N fixed-wing jet aircraft, coupled with the radar and
AIM-9H Sidewinder missiles (Klass, 1972). The Visual Target Acquisition System (VTAS), shown in Figure 3-8,
consisted of photo diodes on either side of a “halo assembly” that mounted on the standard fixed-wing flight
helmet. Sensor surveying units on either side of the cockpit scanned the helmet in the “head motion box.” The
pilot used a visor-projected reticle and cueing discretes to interface with the fire-control radar and missiles for
daytime, off-boresight, air-to-air targeting.

As was the case with the Cobra application, these head trackers yielded a significant reduction in the time
required to bring weapons to bear on target. VTAS was discontinued in the 1970°s (Dornheim, 1995) due to its
technological limitations.

The first complete VCS system to see operational use was the introduction in the early 1980s of the IHADSS
by the U.S. Army in the AH-64 Apache attack helicopter (Figure 3-9). The head tracking technology in the
IHADSS was the electro-optical technology similar to the Navy VTAS. However, the HMD technology was
much more capable and provided higher resolution dynamic video imagery by using a miniature 1-inch CRT with
relay optics.

The monocular IHADSS serves as the crew interface for both the pilot and copilot/gunner. The pilot’s IHADSS
is interfaced with a 30° x 40°-FOV thermal sensor (mounted on the nose of the aircraft) to form a head coupled,
one-to-one magnification pilotage system. The copilot’s IHADSS is interfaced with a switchable-FOV thermal
targeting sensor to form an effective off-boresight interface with the head-slaved gun and missiles. In both cases,
the appropriate flight-control or fire-control symbology is mixed electronically with the thermal imagery. The
systems have been used effectively for both day and night missions for almost three decades (Rash, 2008).

Recently, in the fixed-wing community, the U.S. Air Force and U.S. Navy have introduced the Joint Helmet-
Mounted Cueing System (JHMCS) into the F-15, F-16 and F-18 aircraft. The JHMCS utilizes magnetic head
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tracker technology and provides a monocular, visor-projected display of stroke-written dynamic symbology from
a Y-inch miniature CRT and relay optics (Figure 3-10). The JHMCS provides a daytime air-to-air and air-to-
ground off-boresight targeting capability, especially valuable when used with high off-boresight missile seeker
technology.
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ition system (VTAS) HMD. Display Sight System (IHADSS). (Vision Systems Internat-
ional).

The U.S. military Services began working on a class of VCS called multi-mode HMDs in the mid 1980°s. A
multi-mode HMD, in a single integrated system, functionally provides an image-intensified view of the wearer’s
environment (similar to NVGs), as well as a day/night display of spatially-referenced imagery (e.g., low-light
level TV, forward-looking infrared [FLIR]) and symbology like a traditional VCS. This is illustrated in the
example shown in Figure 3-11. The U.S. Navy first implemented a developmental model based on IHADSS, and
numerous R&D efforts including U.S. Army Comanche HIDSS program and U.S. Navy Advanced Helmet Vision
System program, which pursued both discrete optics and visor-projected versions of this class of system. These
types of head-coupled systems not only functionally perform the night NVG and day/night HMD mission, but
they also provide “sensor fusion” capability by simultaneously presenting correlated, spatially-referenced
information to the user in the visible and near/far infrared regions of the electromagnetic spectrum. Recent
developmental multi-mode HMDs, e.g., the Comanche HMD and Advanced Helmet Vision System programs,
current HMD efforts for the Joint Strike Fighter (JSF) for the U.S. Navy and U.S. Air Force, and the AH-1
upgrades for the U.S. Marine Corps, are binocular/biocular, helmet-mounted vision systems.

Outside the United States, the first “modern” helmet-mounted sight (HMS) was the optically-sensed Russian
design, developed to support the Vympel R-73/AA-11 Archer high off-boresight seeker, air-to-air missile, carried
by the MiG-29 Fulcrum and the Su-27 Flanker, and built to attach to the ZSh-5 series Russian helmet (Beal and
Sweetman, 1997). Even though this HMS (Arsenal’s Zh-3YM-1) was relatively rudimentary, lacking missile-
cueing symbols and using only a flip-down monocle with a light-emitting-diode (LED) reticle for aiming, the
combination of the HMS and R-73 missile provided the Soviets with a greatly improved close combat capability
(Merryman, 1994). The Arsenal Design Bureau (Kiev, Ukraine) subsequently improved on this first HMS with
newer versions, like the Sura and Taurus. The combination MiG-29/ AA-11 were sold to the air forces in India,
Iraq, North Korea, Libya, Syria, Iran, Yugoslavia and potentially Cuba (Lucas, 1994).

During the Cold War the Russians developed and deployed force-multiplier HMD and HMS systems that gave
them an edge on air superiority and then sold these systems to (then) unfriendly nations. The combination of an
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HMD-guided, 4™ generation (GEN-4) missile and even inferior aircraft reduced to zero the technology advantage
enjoyed by U.S. fighter aircraft. This caused a surge in HMD development programs in the Western countries.

The Israeli Display and Sight Helmet (DASH) 3/ Python 4 combination (1990s) had an equally important
impact on HMD development. The Python-4 was a missile system that had limited "fire-and-forget" capability, as
well as helmet-sight guidance. The DASH HMS system by Elbit Systems was developed for Israeli F-15s and F-
16s and will be discussed in more detail in the Current and Future HMD Programs section later in this chapter, as
it is considered to have played an important role in the development history of today’s HMD.

Advantages of Helmet-Mounted Displays

There is little argument that displays and their ability to provide information are a distinct advantage in any
operational setting. It would be unthinkable to offer an automobile design that failed to provide the driver with
displays that provide real-time presentations of such operational parameters as speed and fuel status. While such
information is not critical to the second-to-second operation of the automobile, drivers depend on being able to
“look down” at the display console and obtain this information as needed.

However, there are operational settings where certain displayed information is critical on a second-to-second
basis. For example, in fast-moving aircraft flying close to the ground, the operational environment changes so
rapidly that even the brief time it takes a pilot to glance down at one or more displays to obtain aircraft flight
status information may severely degrade his/her situation awareness. This short-coming of “head-down” displays
gave rise to the development of head-up displays (HUDs) (Figure 3-12). HUDs employ fixed, transparent pieces
of glass or plastic mounted inside the aircraft windscreen (e.g., combiners or beamsplitters). HUDs allow critical
flight data to be accessed in a head-up, eyes-out scenario. This offers a tremendous advantage in applications
where the time taken to view head-down displays can negatively impact safety and performance. The use of
HUDs is not limited to aircraft. They have been employed in racecars, another application where outside
operational conditions change so rapidly that a constant eyes-out requirement exists (Qt Auto News, 2000).

HUDs also are finding applications in less demanding vehicles. In an attempt to reduce accidents by preventing
extended attention to head-down radio and CD-player knobs and buttons, a number of car manufacturers offer a
windshield HUD. General Motors offers a HUD option on its Cadillac XLR/SRS models. The HUD presents a
speedometer, turn signal indicators, audio system data, gear indication and cruise control settings (Dupont Corp,
2004).

But, as advantageous as HUDs are, they are fixed forward and are not as useful when the user is required to
exercise constant head movement, e.g., constantly searching for enemy aircraft in a 360° environment. This factor
played an important role in the motivation to mount the display on the head (or other head-mounted platform such
as a helmet).

The potential benefits of HMDs have captivated the aircraft community for 40 years. The HMD concept can be
extended and transferred to other areas where a wide field-of-regard is beneficial. While early HMD development
was aviation driven, their utility beyond aviation has not been overlooked. Tank commanders can benefit by
staying in touch with the “outside world” while remaining protected. Dismounted soldiers (classic infantry) can
maintain constant situation awareness of the digital battlefield as well as expanded and enhanced sensory inputs
via HMDs.

Nevertheless, the basic virtue of HMDs is to provide the ability to “look and shoot” at a target as fast as
possible after target identification is completed. A dog fight usually lasts 30 to 60 seconds — the few seconds
saved by eliminating aircraft pointing gives the pilot a vital advantage. Using the HMD, the pilot can quickly
“tag” the enemy aircraft, launch a missile, and then turn to the next target and repeat the procedure. Sequential
targeting enables a pilot to deal with multiple threats simultaneously, by eliminating the limitation posed by
aircraft maneuverability.
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Figure 3-12. Example of head-up display (HUD) in F/A-18C (National Aeronautics and Space
Administration).

The dramatic threat coverage improvement provided by the wide field-of-regard of HMDs is shown in Figure
3-13. Comparisons are shown for a HUD, typical forward-looking radar, and off-boresight missile system.

The process of actively “tagging” targets is not limited to the individual platform: the pilot can identify a target
and pass the information to an air surveillance and control platform (e.g., the Airborne Warning and Control
System [AWACS] and Joint Surveillance Target Attack Radar System [JSTARS]), to other own sensors, or to
another aircraft. Similarly, the opposite is useful as well - a detected threat by another platform or aircraft can be
used to add cueing information to the HMD (Chapman and Clarkson, 1992).
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Figure 3-13. Depiction of expanded HMD/ HMS threat coverage.

For this reason, HMDs have increasingly been replacing and augmenting standard console-mounted head-down
and traditional HUDs in advanced crew station designs. HMDs offer potentially greater direct access to critical
visual information, while offering greater flexibility of head movement, less total system (but not user head-
borne) weight, and greater flexibility in use of vehicular interior space, although at the cost of greater system
complexity and possible expertise degradation in the case of system malfunctions.

More importantly, it is argued that HMDs provide users with increased situation awareness. Situation
awareness encompasses the total information available, used to create an accurate picture of a battle theater,
including spatial position and orientation of the aircraft, the surrounding areas, and any aircraft-relevant
information. The pilot has to be aware of many different forms of information which is used to make judgments
on how to respond to a given situation; any subtle level of perceptual cognizance to one's immediate environment
can be vital for success in most situations (McCann and Foyle, 1995). The following operational definition of
situation awareness has been proposed by a U.S. Air Force Staff Group: “A pilot’s (or aircrew’s) continuous
perception of self and aircraft in relation to the dynamic of flights, threats, and mission, and the capability to
forecast, then execute tasks based on the perception” (Geiselman, 1994).

In general situation awareness can be classified into Global (the "far domain") and Tactical (the "near
domain"), covering close combat and navigational areas (Lucas, 1994). Global situation awareness refers to the
range between 50 and 200 miles from the aircraft and related information is available from the main display on
the instrument panel; whereas, Tactical situation awareness is the close range area within 50 miles, with
information in the forward visual path. Each of these has associated temporal drivers as well, with faster reactions
required the closer the relevant stimulus. This makes it physically impossible to see both domains simultaneously.
As a result, pilots adopt a sequential acquisition scanning strategy by transitioning back and forth from the head-
down instrument display to outside viewing, sampling information from first one domain, then the other. This
recurrently interrupts the process of information acquisition and requires time-consuming actions, such as eye and
head movements, eye accommodation, and becoming reacquainted with the alternating domains. Furthermore, as
long as the pilot is looking at one domain, a sudden event (or sudden state change) in the other domain may be
undetected.

By centralizing critical flight information within a user’s line-of-sight, overall performance is increased and
operational safety is enhanced. HMDs offer users the advantage of monitoring critical information without having
to repeatedly look down to scan instrument displays. Another proven benefit is that, with the ability to keep their
eyes fixed to the outside world, users are more likely to detect important changes within the FOV (Harris and
Muir, 2005: Manning and Rash, 2007). A specific example of the utility of this advantage is the greater
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probability in identifying runway incursions in military, civil and commercial aviation due to increased ability to
maintain eyes out of the cockpit. Figure 3-14 depicts a typical HMD image. Note: This centralizing of critical
flight information on front of the user’s eye(s) should not be confused with the placement of the information
(symbols) themselves, as early development of HMDs showed that symbology is most effective when placed
around the periphery of the HMD imagery.

Figure 3-14. HMD Display (BAE Systems).

Limitations and Disadvantages of Helmet-Mounted Displays

Unfortunately, HMDs are not without their limitations and disadvantages. Some of the disadvantages are common
to their predecessor, the HUD. First is the phenomenon of “attention capture” — or tunneling — which is the
unwanted tendency for pilots to pay too much attention to the HUD and not enough attention to events in their
field of vision outside the airplane (Foyle et al., 1993; McCann et al., 1993; McCann and Foyle, 1995). Attention
capture with HUDs mounted just inside a windshield has been blamed for undetected runway incursions — one of
the types of events that HUDs are to prevent. Numerous studies have attempted to understand attention capture
and how it can be mitigated. Most disturbing is a developing consensus that HUDs (and hence HMDs) limit a
pilot’s ability to simultaneously process information derived from HUDs and from the real world (McCann et al.,
1993).

Many HUD and HMD symbols are not “conformal” — that is, they are not overlaid in a one-to-one relationship
to match shapes and features in the real world. Therefore, the symbols are perceived as different from the scene
outside an aircraft’s windows. This causes pilots to deliberately shift their attention to view either the symbols or
the outside scene. The transition to conformal symbology may mitigate the attention capture problem (Wickens
and Long, 1994). This conformity must be required for video imagery presented in HMDs. In other words,
information is generated and presented based on conventions that users have to learn (train) to recognize:
cognition processes as intuitive as they may be, are always slower than the instincts.

A second disadvantage is the possibility that HUD symbols or other imagery could obscure critical objects in
the outside scene (Foyle et al., 1993). This problem can be reduced by keeping the number of symbols presented
to a minimum and within the recommended size. Reducing the clutter caused by too many symbols also can
decrease the potential for attention capture.
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In addition to these general HUD-related disadvantages, other concerns are unique to HMD, as well as unique
to the concept of mounting the display to the head. The first of these is user acceptability, which is important
when any new technology is introduced; without user acceptance, the technology will not be used. The primary
factors affecting acceptance are the head-supported weight, center-of-mass offset, required modification in head
movement, display image quality/legibility, and display jitter and lag.

Most non-military pilots are not accustomed to wearing more than a headset on their heads. Current civil and
commercial aviation headsets are generally lightweight, typically 12 to 18 ounces (340 to 510 grams) (Rash,
2006a). HMDs can increase head-supported weight by at least 16 ounces (454 grams). Military pilots wear
helmet-based HMDs that weigh in excess of 4 pounds (Ibs) (1.8 kilograms [kg]).

Because the HMD’s display optics must be placed around the helmet with at least the combining element/visor
in front of the eye, the HMD’s additional weight is likely to be above and forward of the human head’s natural
center of mass - a factor that, as a flight progresses, may result in muscle fatigue.

For HMDs to present sensor and synthetic imagery that represent what a user is seeing, the HMD must
incorporate head-tracking. The need for head-tracking increases the cost and the complexity of HMDs.

The head-tracking process of determining the user’s head position, relaying this position to the sensor, the
sensor’s movement to the correct line-of-sight, the sensor’s acquisition of the scene, and transmitting and
presenting the final imagery on the HMD takes time (Rash, 2000). This time is called system latency. Latency
times are typically hundreds of milliseconds (ms). The largest contributor is the “slew rate” of the sensor, or the
time for the sensor to move to the line-of-sight defined by the new head position. Studies have shown that total
system-latency times approaching one-third of a second or longer (~300 ms) are unacceptable from a performance
standpoint. Many in the VCS community today are trying to achieve a total system latency time of less than one
display frame time (typically 33 ms).

These latency times have been blamed for motion sickness. The onset and severity of motion sickness
symptoms are difficult to predict, and such occurrences in commercial aviation would be unacceptable. Studies by
the U.S. National Aeronautics and Space Administration (NASA) have documented the need for improvement in
image alignment, accuracy and boresighting of HMDs to help mitigate this problem (Bailey et al., 2007).

Helmet-Mounted Display Applications

There is general agreement that HMDs have great potential applications; why, then, have only a few systems
(mostly military) been fielded? Many factors contribute to this situation: cost, lagging technology, less than
optimal ergonomics design (Keller and Colucci, 1998), unfinished search for that “application” that will excite
users, unawareness of the potential benefits, and simply the “visceral dislike” (Hopper, 2000) of wearing a
monitor on ones head. Four decades into the HMD exploration, the “killer application” that will propel the
technology has not yet been identified.

Ivan Sutherland (1965) proposed the “Ultimate Display”, more than 40 years ago (Figure 3-15). While at the
Department of Computer Science, University of Utah, Sutherland imagined a display in which all-powerful
computers would generate graphics of objects that would behave exactly (in all sensory modes) as their real-world
counterparts. Implied in his concept were certain characteristics and expectations: a) the need for a complete
sensory response: sight, sound, smell, feeling (haptic), and kinetic feedback to create the new reality and b) the
use of HMDs will serve as a step toward an intuitive interface between human and machine, a natural way to add
3-D to an otherwise flat computer imagery. This display is still far into the future, but the anticipated technologies
have come to fruition as we have moved into the 21% century. Others still are found only in science fiction.
Nonetheless, Sutherland’s HMD concept opened the way to computer-generated 3-D stroke images coupled with
head trackers — the same basic principles applied today.
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Figure 3-15. lvan Sutherland's HMD (late 1960’s) (Department of Computer Science, University of Utah).

The military has led in the applications of HMDs, and there is a growing interest in industrial and consumer
applications. Some current and future potential applications are listed below. It must be noted that there are no
rigid boundaries between these applications, as some applications have multiple usage across these boundaries.
The use of HMDs in simulation and training has been adopted by both military and industrial users, and has
served as a precursor to consumer gaming.

Military applications include:

Navigation and situation awareness
Targeting

Night vision systems

Visual enhancement

Security monitoring

Simulation and training
Maintenance and inspection
Remotely-piloted vehicle interface

Commercial applications include:

Computer-aided design/ Computer-aided engineering (CAD/CAE)
Surgical aid - microsurgery, endoscopic surgery

Emergency medical telepresence

Security monitoring

Maintenance, Repair and Overhaul (MRO)

Consumer applications include:

Gaming

Mobile Internet access
Private DVD viewing
Fire-fighting
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The following sections briefly describe and discuss some of the more important and interesting applications
within the three areas: military, commercial and consumer.

Military applications

Military applications are the focus of this book — the merits of HMDs for both fixed- and rotary-wing aircraft are
beyond questioning, and HMDs already have become an integral part of the next-generation cockpits. Much of
this success is due to the use of head/helmet-tracking to produce visually-coupled HMD systems.

Use of visually-coupled systems (VCS) for pilotage, navigation and/or situation awareness

VCS technologies have been used for a tremendous variety of mission applications over the years. As previously
noted for early applications of helmet-mounted sights, head-position sensing was used for a variety of line-of-
sight designation and targeting in conjunction with onboard weapons and sensors. Some of the earliest
investigations of HMD technologies were designed as a way to investigate a wider FOV display in cockpits or
crew stations of various air, ground, and maritime vehicles.

Over the years, the military has interfaced helmet-mounted sights and HMDs to a wide variety of vehicle
systems and weapons. They have been linked with radars, electro-optical/TV missile systems, reconnaissance
sensors, long-range target identification sensors, pilotage sensors, head-slaved guns (both air-to-ground and
surface-to-air), and angle-rate bombing sensors. They have been interfaced with distributed aperture sensor
systems for a total coverage “windowless cockpit” synthetic vision system capability for both aircraft and ground
vehicles. They have been used to present spatially-referenced “highway-in-the-sky” type flight control
information for both fixed-wing ejection seat aircraft and rotary-wing operations and for shipboard landings, and
to present “predictor” fire control dynamic symbology such as “hotline gun sight.” These are fairly typical VCS
applications.

There have also been some “non-traditional” VCS applications attempted by the military over the years. One
example is the use of a head tracker and HMD as an effective operator interface with a remotely piloted vehicle.
By using VCS, the “illusion” can be created for the operator that they are “out there onboard the vehicle.” The
military has successfully interfaced VCS with airborne, ground-based, and undersea unmanned vehicles for a
wide variety of missions including reconnaissance, targeting, bomb disposal, undersea operations and other
teleoperator applications.

Virtual cockpit

The “Virtual Cockpit” is a second application that has moved forward in the military with the main goal of
providing a “software reconfigurable cockpit.” In the late 1990s the U.S. Army’s Program Manager-Aircrew
Integrated Systems (PM-ACIS), Huntsville, Alabama, initiated the Virtual Cockpit Optimization Program
(VCOP) to integrate advanced technologies into a single system. VCOP technologies included a Retinal Scanning
Display (RSD); fully integrated 3-D cockpit audio technologies with speech recognition and synthesis; an
Integrated Caution, Warning and Advisory Annunciator (ICWAA); and an Electronic Data Manager (EDM); all
integrated and managed by the Rotorcraft Pilot’s Associate (RPA) Software. These technologies were intended to
enhance situation and threat awareness, while at the same time providing a cost-effective technique to modernize
legacy aircraft. In its simplest configuration, VCOP goals were to:

e Provide efficient access to critical information with minimized “head-down” time;
e Formulate “standardized” dashboard panel requirements; and
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e Establish an environment for rapid avionics prototyping, integration, test and evaluation of multiple
aircraft configurations.

A similar program was initiated in Japan, in the early 2000’s, by a team coordinated by Kawasaki Heavy
Industry and Yokogawa Electric Corporation (Bayer, 2007). Similar to U.S. Army’s VCOP, this program’s goals
were to:

e Minimize cockpit cost and weight;
e Develop reconfigurable configuration between manned- and unmanned combat aircraft; and
e Increase pilot’s situation awareness.

Virtual Reality (VR)

We have seen that HMDs can be designed to be see-through (transparent), in which case the sensor- or computer-
generated (synthetic) imagery is overlaid on the actual physical world outside, or nonsee-through (occluded),
where the user only sees sensor- or computer-generated imagery. In the former case, the HMD is said to create an
Augmented Reality (AR), i.e., adding information to the world around the user. In the latter case, specifically
when the HMD presents only computer-generated imagery, the situation is referred to as Virtual Reality (VR); the
real world is completely obscured, with computer-generated imagery being the only visual information the user
receives.

AR and VR are related, and it is valid to consider the two concepts together in terms of a continuum linking
purely virtual environments (VEs) to purely real environments. The VR environment is one in which the
participant/observer is totally immersed in a completely synthetic world, which may or may not obey the
properties of a real-world environment. Indeed, it is possible in VR to exceed the bounds of physical reality by
creating a world in which the physical laws governing gravity, time and material properties no longer hold. In
contrast, the strictly real-world environment clearly is constrained by the laws of physics.

Rather than regarding the two concepts simply as antitheses, however, it is more convenient to view them as
lying at opposite ends of a continuum, which is referred to as the Reality-Virtuality (RV) continuum. This concept
is illustrated in Figure 3-16 (Milgram, 1994).

[ Mixed Reality (MR) |

[ | [ |

| L 1 | |

Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Reality-Virtuality (RV) Continuum

Figure 3-16. Reality-Virtuality Continuum (Milgram, 1994).

The Real Environment (RE) (extreme left) consists solely of real objects and is observed when viewing a real-
world scene either directly, or through a 100% transparent window. The Virtual Environment (VE) (extreme
right), defines environments consisting solely of virtual objects, e.g., computer graphic simulations; RE is
completely suppressed here. The Mixed Reality (MR) environment is one where real and virtual world objects
coexist and are presented together. The HMD is the mechanism that brings the MR to existence. Its level of
transparency to the real world positions the “instantaneous” reality on the MR continuum line, depending on
whether the HMD is a “see-through” or “opaque” configuration.
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Whether the environment is Augmented Reality or Augmented Virtuality, depends of whether the presented
environment is primarily real, with added computer generated graphics, or is primarily virtual, but augmented
through the use of real (i.e. un-modeled) imaging data (Drascic and Milgram, 1996).

In summary, AR systems bring the computer to the user's real environment, whereas VR systems bring the
world into the user's simulated computer-generated environment. This paradigm for user interaction and
information visualization constitutes the core of a very promising new technology for many applications.
However, real applications impose strong demands on AR technology that cannot yet be completely met at the
current level of technology.

Simulation, training and mission rehearsal

Next to aviation applications, simulation, training and mission rehearsal are probably the best known HMD-based
VR applications for military purposes (Haar, 2005). The military and NASA have had substantial R&D efforts
aimed at using VCS as an alternative to large domed simulators. By doing this, resolution and graphics power can
be concentrated into the instantanecous FOV of the subject, providing a higher performance system. Special
techniques such as foveal/peripheral image generation and eye position sensing (eye tracking) have enhanced the
operator interface in some of these systems. By creating a virtual world and a virtual cockpit, changes in crew
station design can be investigated in this “virtual world” before real-world hardware is redesigned and modified.

Combat simulators are well established and offer an excellent fit with HMD-based applications. In conjunction
with powerful computer systems, they can simulate and integrate entire environments within a single display. The
fundamental difference between simulation and training is that the former often is used as a tool for development,
evaluation and validation of new designs or to visualize results of complex computations that result in large 3-D
graphics (Casey, 1991). Training is presenting the same sets of video scenarios with already known solutions to
multiple users and interactively evaluates their response time and degree of accuracy of the solutions offered.

Simulation techniques and applications have greatly expanded with the apparently never-ending increase in
computer processing power - from flight training into war simulation with a complete air fleet. Display
performance requirements for such application are among the most demanding of all. For best results, simulation
fidelity must match physical reality that will be encountered in the field. HMD-based simulation arguably is the
best way to perform realistic simulation.

Flight training

The Aviation Combined Arms Tactical Trainer — Aviation Reconfigurable Manned Simulator (AVCATT-A)
(Figure 3-17) is an aviation training simulator for both active U.S. Army and National Guard units. It is a dynamic
reconfigurable system used for combined arms collective training and mission rehearsal through networked
simulators in a simulated battlefield environment. AVCATT-A provides five functional cockpits: the OH-58D
Kiowa Warrior, the AH-64A Apache, the AH-64D Apache Longbow, the CH-47D Chinook, and the UH-60A/L
Blackhawk helicopters.

The AVCATT-A is purely a helicopter combat trainer and not a flight trainer. There is no extent of motion, and
it does not give the trainees a sense of flying the helicopter. Only instruments that are specific for combat
operations are usable. Its greatest asset is that it provides a unique capability to allow units to train as units and
not as individual aircrews. The AVCATT-A provides the capability to conduct realistic, high intensity, task
loaded collective and combined arms training exercises and mission rehearsals of current Army attack,
reconnaissance, cargo, and utility aircraft.

The physical layout of an AVCATT-A suite consists of two trailers connected by a platform. One trailer
includes three reconfigurable manned modules and a 20-person After-Action Review facility. The second trailer
includes three reconfigurable manned modules, a Battlemaster Control room, and a maintenance room.
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AVCATT-A provides a total capability of six manned module cockpits per suite, networked together to help train
an aviation company or air cavalry troop. Each manned module is reconfigurable to current Army attack,
reconnaissance, cargo, and utility aircraft. AVCATT-A has the capability to be linked via local area network
(LAN) and/or wide area network (WAN) with other AVCATT-A suites, and other combined arms tactical trainers
such as the Close Combat Tactical Trainer (CCTT). This provides the capability to conduct collective training
from team through combined arms levels (Simons et al., 2002). The AVCATT-A visual system (Figure 3-18)
creates the Out-the-Window (OTW) and sensor imagery view.

OTW, NVG
ORTITSU
ODA, HUD

—

Secondary
Displays

Figure 3-18. AVCATT-A visual system.
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The major components of the AVCATT-A visual system are the Image Generator (IG), two HMDs, two
Multifunction Displays (MFDs), and two secondary (backup) displays. The IG provides the imagery for the pilot
and copilot, as well as two sensor channels. The HMD (a Rockwell Collins Model SimEye™ XL100A) is a high-
resolution, full color head-mounted display that traces its origins to the Wide-Eye"" HMD designed for the U.S.
Army’s Light Helicopter Experimental (LHX) program (1980s), which was the predecessor to U.S. Army’s
Comanche program of the 1990s.

Driver trainer with mission rehearsal

Some U.S. Army vehicles now have embedded training, such as the simulator built into a Bradley Fighting
Vehicle, based on the BAE Systems (U.K.) Bradley A3 Embedded Tactical Training Initiative (BETTI). This
system enables soldiers to train with realistic-looking simulated terrain while they are sitting in their vehicles in
the belly of a C-130 cargo plane, in route to the area of operation. When the aircraft’s ramp drops to the runway,
Warfighters drive directly from the virtual world into the real one. However, for Mission Rehearsal Exercises
(MREs) to work, the simulations must have enough fidelity to earn troops’ confidence that they will be able to
draw on their simulated lessons in the heat of battle. The key challenge is to achieve a “real immersion,” to
faithfully replicate scenarios, and to represent the physical world in the display environment in a believable
manner.

Commercial applications

The basic concept of an HMD as a head-up mode for information presentation has been of interest to various
sectors of the commercial and industrial communities. However, in spite of less demanding environments, non-
military applications must face a number of unique hurdles that include:

e What are the benefits an HMD-based system brings to the application (e.g., easy access to
information, privacy, stereo imagery, wide field of regard)?

e What are the logistical, human factors, and ethical issues associated with the choice of an HMD over
that of current direct view displays, e.g., privacy, transportability, storability?

e s the technology mature enough to perform acceptably in the application?

e Do the cost and added inconvenience justify an HMD approach?

In general, once the cost/benefits issues have been evaluated and found acceptable, one of the remaining chief
barriers to commercial applications of HMDs is user acceptance. Most commercial and industrial workers
(construction workers being an exception) are not used to having to wear any type of head-gear. Head-supported
weight, center-of-mass offsets, pressure points, sweating, and overall discomfort are common complaints of such
devices, and such issues have certainly had a negative impact on user acceptance and, hence, the implementation
of HMDs. Developers, aware of these problems, have pursued such solutions as designs no more cumbersome
than simple eyeglasses. However, eye-wear HMDs come with their own set of limitations, with a narrow FOV
(usually less than 20°) being probably the most critical.

Nonetheless, a number of commercial applications do exist. As such issues as head-supported weight and
overall discomfort are addressed by low-weight designs, the advantages of HMDs will eventually increase this
number. Potential application areas will be those where users can benefit from visualized information otherwise
not available or difficult to obtain due to certain task constraints.

In the following sections, a few commercial applications are briefly described. While as in military
applications, the aviation-related ones are predominate, many medical applications presenting diagnostic and
surgical imagery are emerging, as HMDs offer an alternative method of presentation of this imagery.
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Instrument landing

The National Research Council’s (NRC’s) (Canada) Cockpit Technologies Program has flight tested a
stereoscopic 3-D display format to determine the feasibility of using HMD-presented pictorial and stereoscopic
cues during helicopter Instrument Approach Procedures (IAP) (Jennings, 1997). Pilots were able to complete
approaches to safe landings and reported that the pictorial format improved their situation awareness during the
approaches. While lacking stereo cues, the pictorial display contained several strong monocular depth cues such
as occlusion, linear perspective, and visual field-flow (motion). This type of system would be extremely useful
during Instrument Meteorological Conditions (IMC), when the outside world is obscured, and pilots can no longer
use external visual cues for maintaining control of the aircraft.

Training

The potential of HMD-based VEs for training simulation has been recognized right from the emergence of this
technology. The Federal Aviation Administration (FAA) is pursuing research focused on the aircraft inspection
processes. Existing training for inspectors in the aircraft maintenance environment tends to be mostly on-the-job
training;, however, feedback to the trainee, may be infrequent, unmethodical, and/or delayed. One of the most
viable approaches in the aircraft maintenance environment, given its many constraints and requirements, is
computer-based training which is efficient, facilitates standardization and supports distance learning.

A recent example is the Automated System of Self Instruction for Specialized Training (ASSIST), featuring a
personal computer (PC)-based aircraft inspection simulator. Despite the advantages, the simulator is limited by its
lack of realism, as it uses 2-D sectional images of airframe structures. More importantly, the inspectors are not
immersed in the environment, and, hence, they do not get the same look and feel as when conducting an actual
inspection. To address these limitations, a VR-based inspection simulator using an HMD has been developed
(Duchowski, 2000).

Analysis of performance data with this environment (Vora, 2002) revealed a significantly greater number of
defects identified within a significantly shorter visual search time in the VE in comparison with the ASSIST
environment. When these results were coupled with subjects’ perception of the two systems, the VE system was
preferred to the ASSIST as an aircraft inspection training tool by a ratio of almost 3:1, proving the potential
effectiveness of an HMD-presented VE in improving both speed and accuracy of visual search.

Surgical planning and diagnostic tasks

A see-through HMD has been used by surgeons to view preoperatively scanned images (e.g., ultrasound, x-ray,
Magnetic Resonance Imaging [MRI]), as if looking through the patient at the internal organs (Bajura, 1992). Key
to the implementation, of course, is accurate color rendition and accurate registration of the 3-D graphics to the
real world.

Surgery

Great advances have been made in reducing the invasiveness of surgical procedures. Many surgeries today are
performed through either natural body openings or through small incisions, with the surgeon viewing the surgical
field indirectly via a remotely operated camera which has been inserted into the operative field. Today, surgeons
routinely remove appendixes, gallbladders, spleens and other organs and tissues by laparoscopy. The most
qualified are now macerating and removing kidneys, pancreases, colons, adrenal glands and other more
complicated organs, or repairing them without open surgery. In the vast majority of cases, the surgeon views the
imagery on monitors located at some distance away. HMDs can allow the surgeon increased eye-hand
coordination, situation awareness and flexibility as compared to viewing remotely positioned monitors, especially
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when coupled to teleoperated and robotically assistive instruments. In demonstrations of this application,
computer generated graphics (i.e., AR) have been integrated into the HMD imagery (Ackerman, 2002).

Molecular studies

At University of North Carolina (UNC) at Chapel Hill, three major fields of research: interactive molecular
studies, medical imaging and virtual building exploration are making use of the advantages of HMDs (Chung,
1989).

Macromolecules have complex 3-D structures and understanding them is often the key to explaining material
chemical properties. Researchers at UNC envision a system where chemists use an HMD to view a room-sized, 3-
D virtual molecule to study its external structure by “walking” around its exterior, to “enter” the molecule to
examine the internal connections, and perhaps (in the future) to cause the molecule to respond to changes in
ambient conditions.

Virtual Reality Dynamic Anatomy (VRDA)

A cooperative effort of Optical Diagnostics and Application Laboratory (ODALab) (Orlando, FL), 3-D
Visualization (3DVIS) Laboratory (Tucson, AZ), and Media Interface and Network Design (MIND) Laboratory
(Tucson, AZ) has investigated a couple of interesting WR applications. One of these is the VRDA concept, which
is a visualization tool for teaching complex anatomical joint motions (Rolland, 2002). The VRDA allows a trainee
to manipulate an anatomical joint and visualize the virtual model of the inner anatomy superimposed on the body
using marker based techniques. Coupled with tactile phantoms, this can become a very immersive experience.

Airway management visualization and training

To open blocked airways, it is sometimes necessary to perform an endotracheal intubation (ETI) which consists of
inserting a tube through the mouth into the trachea and then sealing the trachea so that all air passes through the
tube. In an effort to improve training and keep them current, the U.S. Army Simulation, Training and
Instrumentation Command (STRICOM) (Orlando, FL), and Medical Education Technologies, Inc. (METI)
(Sarasota, FL), who provided the human patient simulator, teamed with ODALab to develop the Airway
Management Visualization and Training for paramedics (Davis, 2002). This is an HMD-based AR system that
allows paramedics to practice their skills and provides real-time feedback of their performance and suggests
improvements/corrections.

Telepresence

Conventional telepresence usually is implemented through a pan and tilt camera system controlled by a joystick.
This requires significant operator training and can be expected to lead to longer task execution. This is due to the
constant requirement for the operator to adapt to the frame of reference from the camera. Nevertheless, studies
have shown that telepresence, when accompanied by stereoscopic displays, brings definite benefits to the person
operating remote equipment (Reinhart, 1991). Some applications include telerobotic fields, e.g., remote mining,
nuclear sites inspection, space exploration, mine clearing equipment, instances where it is impractical for the
human operator to be at the immediate location, whether for safety or other reasons.

A more advanced telepresence, currently in development, proof-of-concept stage is anthropometric
telepresence (Primeau, 2000). Anthropometric telepresence is the next best thing to actually “being there,” with
the added benefit of safe operation away from areas deemed too hazardous to have an operator on site. It is based
on a camera system that is slaved in real-time to the operator’s line-of-sight. The information relayed back is
presented in a natural way, which makes most training unnecessary; the operator is fully immersed in the remote
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site. Applications exist in space, military (piloting unmanned air/land/sea vehicles), law enforcement, industry
(mining, oil exploration) and many other situations where hazardous situations exist or may develop without
warning (nuclear, biological, chemical).

Consumer applications

Burdened with the same problems associated with commercial applications (e.g., discomfort, lack of acceptance
of head-supported weight), it is not surprising that consumer applications have lagged even further behind. It is
one thing to be paid to wear an uncomfortable device; but, doing so and having to pay for it is something else
again. An exception to this argument is full-immersion computer games. Besides the VR aspects of state-of-the-
art games, wearing a near-true-to-life HMD while flying an F-18 Hornet adds to the realism and the thrill. The
potential for gaming is absolutely limitless. In general, the 3-D interactive games mimic military flight missions,
space war games and otherwise unobtainable adventures.

Gaming

Personal gaming applications using head-worn displays are extensive. At annual gaming industry expositions,
sophisticated full-immersion games, virtually all requiring some type of HMD, are the center of attention. Figure
3-19 depicts one of the latest entries in the fast-moving industry. It is the Trimersion HMD manufactured by 3001
AD,’ touted as the “next level of realism by offering greater immersion inside the game via an HMD [acting as] a
realistic and natural interface” (Gizmag, 2006).

The design uses built-in headphones and a headband system. The headband is described as a mask that
surrounds the display optics. The manufacturer contrasts this design to others that employ either visors that allow
external light to come into the line-of-sight of the player or eyecups that are uncomfortable. The Trimersion HMD
mask curves around the player's cheekbones using soft rubber, providing a complete lightless enclosure.

Figure 3-19. 3001 AD’s Trimersion gaming HMD.

53001 AD, 430 South Congress Ave, Delray Beach, FL 33445
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Current and Future Helmet-Mounted Display Programs

In this section, brief synopses of the more significant HMD programs will be presented. While most of these will
be programs that achieved at least limited fielding, some are still in their research and development phase, and
others were never fielded due to a variety of reasons but still represent significant advances in HMD design. The
majority of these programs is military-related and represents worldwide efforts. However, a few commercial
systems also are presented.

While most military programs were for rotary- and fixed-wing aircraft platforms, more recent programs have
developed HMDs for use by both vehicular-mounted and dismounted Warfighters. Since training applications
have increased, simulation HMD programs are also included. In a few cases, an HMD system may have
applications on more than one platform.

The salient programs are presented first for fixed-wing platforms, then for rotary-wing platforms, and finally
for the mounted-vehicle, dismounted and simulation platforms.

Military HMD programs: Fixed-wing platforms

A main HMD application that drove early development is target cueing. Since the mounting of machine guns on
airplanes in World War I marked the official beginning of the evolution of pilot-centered weapons, pilots
invariably had cued on the targets by pointing the nose of the aircraft in the direction of the target.® Introduction
of the HUD marked the first step toward allowing pilots to cue their weapons with an out-of-the-cockpit aiming
device. A giant leap forward in terms of pilot-to-aircraft interface, the HUD displayed not only accurate weapons-
aiming symbols, but also relevant flight data such as airspeed, altitude, and heading. For the first time, pilots
could view such information without looking back inside the cockpit.

The dynamics of airborne combat require pilots to outmaneuver each other. Air Forces around the world have
run a technological race aimed at gaining superiority through increased propulsion and maneuverability of fighter
aircraft that continued with second and third generation heat-seeking missiles. Although visually-coupled systems
(VCS), the concept of linking helmet sighting systems with radars and missiles, as an operational capability dates
back to the early 1970s, advances in both helmet vision systems and high off-boresight missile seeker technology
of the current day brings a much more significant tactical capability to the Services today. Capable Air Intercept
radars had several dogfighting modes that were designed to rapidly acquire and track a target. When the first
fourth generation missiles appeared, e.g., the Soviet Vympel R-73 (AA-11 Archer) and the Isracli Rafael Python 4
(Beal and Sweetman, 1994), it was clearly apparent that with very large off-boresight angles, typically of the
order of 90 degrees of arc, the old flight dynamics would no longer be adequate. Subjected to high-G forces,
pilots risked loss of consciousness and extended incapacitation. Performance limitation moved beyond hardware
to the human operator.

The arrival of the HMD as a cueing tool changed, and is continuing to change, this scenario. Superior aircraft
speed and maneuverability agility are no longer essential factors to a successful engagement. The use of HMDs
allows slaved air-to-air missiles, capable of more than 50Gs, to execute the high-G turn instead of the pilot; the
HMD is a true force multiplier. Less proficient pilots flying inferior aircraft armed with a GEN-4 missile enjoy a
distinct advantage because of the HMD. Essentially, HMDs are “must have” equipment on GEN-4 fighter aircraft,
since high off-boresight weapons and visual cueing outweigh any aircraft-performance advantage during a
dogfight. Experts believe that HMD cueing systems significantly increase the win probability for the same aircraft
armed with a GEN-4 high off-boresight missile

® Exceptions are the use of gun-turrets in multi-engine aircraft during WWII and side gunners in modern gunships and
helicopters.
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Cueing HMDs make it possible to synthesize the target information by using an HMD with a cockpit computer
and onboard advanced weapons' capabilities. Position sensors on the pilot's helmet track the instantaneous pilot's
line-of-sight as it follows the target. The sensors relay critical information to the computer, which in turn,
communicates the location of the target to the missile system. When the weapons lock onto the target, the pilot
receives both audio and video signals, and then pulls the trigger located on the control stick to fire the missile.
The advantage of the few extra seconds gained by getting the missile launch first, could well make the difference
between life and death.

The first high-off-boresight VCS test in the U.S. military took place in early 1994, at Tyndall Air Force Base,
FL (Hughes, 1994). It was a conclusive demonstration of how a Honeywell HMD, a Raytheon missile, and a
Lockheed F-16 could perform seamlessly as an integrated system and achieved 72° of off-boresight deflection
with a 30G acceleration.

This scenario represents a total paradigm shift in the way air-to-air fighter combat is fought and brings back the
advantage of independently swiveling gun turrets of older multi-engine aircraft. The sighting reference for cueing
a weapon is no longer the nose of the aircraft but rather the pilot's HMD. As long as the target is within range and
the pilot can view the target via the HMD, the relative position of the aircraft to the enemy is not critical. Tactical
implications are profound and serve as the major driver for many if not all of the following HMD programs
directed at fixed-wing platforms.

Table 3-1 presents a partial summary of the more notable experimental, prototype, fielded and future HMD
fixed-wing programs. It followed by summaries of select HMD programs. Many of these HMDs are depicted in
Figure 3-20. Many of the programs involved a number of contracts with various commercial HMD developers
playing differing roles. Many of the programs also were multi-national in scope. The country of development
listed in Table 3-1 and ensuing program descriptions generally is based on the initial developmental phase.

Display and Sight Helmet (DASH) series (Israel)

Elbit Systems Ltd. (Israel) developed a series of HMDs known as the (DASH) in the late 1970’s (beginning with
DASH 1) and was installed on the Israel Air Force F-15s and F-16s. Both air-to-air and air-to-ground
configurations have been deployed. DASH 2 had an improved design, but was never produced in volume.

DASH 3 (Figure 3-20) entered production during the early 1990s in conjunction with the Rafael Python GEN-4
air-to-air missile. DASH 3 is currently deployed on IDF F-15C/D, the F-16C/D, the F-151, the F/A-18C aircraft
and has been offered to export customers, as part of upgrade packages for F-5E/F and also for Russian aircraft.
Dash 3 has been implemented in the Romanian Mig-21 (Lancer) platform upgrade. This HMD deserves careful
examination as it has been the first of the new generation of Western HMDs to achieve operational service and it
also provides part of the technology base for the Joint Helmet Mounted Cueing System (JHMCS).

The DASH 3 is an “embedded” HMD design, where the complete optical and position sensing coil package is
built into a standard helmet form factor, in this instance either the U.S. Air Force standard HGU-55/P or the
Israeli standard HGU-22/P. The helmet is customized to individual pilot head shapes and sizes using either poured
foam or Thermal Plastic Liners (TPL™). Once the helmet is fitted to the pilot, the optics is adjusted to position
the HMD’s exit pupil to the pilot’s eye. DASH 3 accommodates eye glasses and standard oxygen masks. DASH 3
weighs 1.65 kg for the larger helmet size, and the helmet center of gravity is well balanced, meeting requirements.

A visor-projection optical configuration is used for this HMD. The projection on a spherical visor eliminates
the risks and cost impact of an aspheric visor. Dash 3 provides a 20-degree FOV, with a 15-mm exist pupil for the
optics. All symbology is calligraphic, produced by a programmable stroke generator.

The strength of the Dash 3 lies in its maturity and compact form factor, which is advantageous in a tight canopy
(Koff, 1998). The system is operational in 5 countries, on 4 continents and onboard 5 different major platforms
(F-15A/B/C/D; F-15I; F-16C/D; F-5E/F; MiG-21). Over 1000 Dash systems have been delivered to customers
worldwide.
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Joint Helmet Mounted
Cueing System

HMDS TopNight
Figure 3-20. Selected current and future fixed-wing HMD programs.

Agile Eye (United States)

Kaiser Electronics (now Rockwell Collins) has produced and tested a series of experimental systems since early
1980’s including several Agile Eye and Agile Eye Mark I to IV systems. Agile Eye Plus (circa 1992) is shown
Figure 3-20. The Agile Eye Mark V, the Visually Coupled Acquisition Targeting System (VCATS), produced in
1995, is very important to the HMD technology development.

Agile Eye uses a small CRT in the back of the helmet to project imagery (symbology and targeting data) to the
pilot’s eye via a set of relay optics and projection off the visor.
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VCATS was extensively used as a design tool and test bed by the U.S. Air Force Research Laboratory at
Wright Patterson Air Force Base, OH. The VCATS program was specifically designed to solve the technical and
operational problems that historically had plagued HMDs, and it has paved the way to a successful JHMCS
program. Some of the technology “building blocks” in VCATS were jointly supported by the Navy Science and
Technology Base Program. Among the problems tackled on the VCATS was the introduction of a standardized
helmet-vehicle interface (HVI) that uses interconnecting modules, which are easily replaced with minimal effort,
down-time, or potential for error. Through the helmet and its connectors, the pilot becomes part of a closed-loop
electronic system. The quick disconnect (QDC) connector also provides for emergency egress and allows “hot”
disconnect without arcing.

VCATS also represents a prelude to a human-factors breakthrough. From the very beginning of air fight
increased propulsion and maneuverability were the main two factors of improving the U.S. fighter pilot's
advantage in the end game. The latest fighter aircraft speeds and agility levels place the pilot in the position of
pulling dangerously high-force levels of up to 12Gs, maneuvers that can produce devastating results such as
blackouts and extended incapacitation. With VCATS, however, the pilot continues to be limited to a safer 9Gs,
while the missile may execute the high-G turn (in excess of 50Gs is now common) instead of the pilot, while in
route to the target. VCATS introduced a human-centered system matching the pilot's physical and mental
capabilities (the visual system, head-eye-hand coordination, decision-making abilities, and response time).

A summary of VCATS program findings and implementations is provided in Table 3-2.

Table 3-2.
VCATS findings and implementations.

Finding Implementation
Eyeball critical sensor No visor reflective patch
Keep system latency below the | Achieve 30-50 ms of latency; System
limit of being noticeable by integration
pilot
Interference suppression to High update rate tracker;
smooth head bounce in high-G | Accelerometers and digital filter
buffet algorithm for active noise cancellation
Keep static pointing errors <5 | Tracker algorithms; System
mrad integration
Use custom fit helmets to Visor and mask custom trim
minimize slip under heavy G-
load

Viper Series (United Kingdom)

The U.K.-developed Viper HMD series included three models for fixed-wing operation. GEC-Marconi Avionics
(now BAE Systems) developed the Viper 1 and 2 HMDs, which are CRT-based systems (Cameron and Steward,
1994). The Viper 1 became available in mid-1990s as a monocular, visor-projected HMD. It uses a 1-inch
diameter miniature CRT display projected via an optical relay assembly, and it employs the standard aircrew
spherical visor with the addition of a 70% transmission neutral density coating. This has the advantage of not
coloring the ambient when viewed through. It is primarily a stroke-mode day-system, although it can also display
raster images. The Viper 1 provides 20° circular FOV, with 15-mm exit pupil, and 70-mm eye relief. Excluding
the oxygen mask, it weighs 3.8 Ibs (1.7 kg). It was flight tested in the X-31 and also in the F-16 to demonstrate
look and shoot capability.
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The series continued with the Viper 2. It was BAE’s first binocular visor-projected HMD and was flown in the
JAST AV-8B (U.S. Version of Harrier), German Tornado, U.K. Tornado, and various F-16s. Designed in a
binocular configuration, it used two of the same CRTs as Viper 1 and maintained the visor projection approach
using a spherical visor with 70% transmission neutral density coating. The system was configurable to symbology
only (stroke-mode), video display from an external source (raster mode) or hybrid video with symbology overlay
(stroke-on-raster). It provided 40° FOV with full overlap, a 15-mm exit pupil, and a 70-mm eye relief. Excluding
the oxygen mask it weighs 4.2 1bs (1.9 kg).

The Viper 3 (late 1990s) was designed to be a visor-projected NVG replacement and was first flight tested in
the Dutch Air Force F-16. The Viper 3 exploits the visor projection scheme common to HMDs and employs
multiple-folded optical paths to carry the imagery from a pair of 18-mm I” tubes to the pilot's spherical visor. This
provides the pilot with an unobstructed binocular 40° FOV NVG capability on his see through visor. The I* tubes
are mounted on the sides of the helmet, to provide the best possible balance for low fatigue and safe ejection. The
helmet is considered suitable for loads of up to 5-6Gs.

An important feature of the optical design of the Viper 3 is that the addition of a dichroic beamsplitter to one of
the mirrors in the optical path between the image intensification tubes and the visor allows the addition of a CRT
to the Viper 3 design so that the system can become a combined projection HMD and NVG package, with the
addition of a CRT and head tracking sensors. The addition of a CRT adds some weight but improves the center-
of-mass of the overall system. The Viper 3 design solves the principal problems associated with conventional
clip-on ANVIS.

There was also a limited development of a Viper 4 in the late 1990’s, which was an extension of the Viper 2; it
was extensively flown on VISTA F-16 and used for JSF development trials. Both CRT and flat panel display
versions were produced.

Crusader (United States, United Kingdom)

The late-1990s Crusader HMD (Figure 3-20) was part of a technology development/ demonstrator program aimed
at providing helmet solutions that can be applied into several fixed- and rotary-wing applications while at the
same time maintain the protection levels and life support integration of current in-service helmets. The program
was coordinated by the U.S. Navy, who very early-on expressed strong interest in the two-part helmet concept.

The Crusader HMD is a binocular, visor-projection design, has a 30 by 40 degree partial-overlap FOV, and
incorporates dual, integrated camera-coupled I* tubes. The visor projection design is based on off-axis
holographic optics, and provides unobstructed see-through vision with an eye relief of 76mm and extremely well
balanced center-of- gravity. The Crusader system utilized dual, miniature solid state displays with a resolution of
1024 vertical by 1280 horizontal. The Crusader HMD is capable of presenting binocular on-helmet I* video,
aircraft-provided FLIR video, and the merged, “sensor fusion” combination of these, all with both flight and fire-
control symbology added.

TopSight (France)

Rather than designing an HMD around an existing helmet shell, Thales Avionics (Vélizy-Villacoublay, France),
(at the time, Sextant Avionique) teamed with Intertechnique to design a new helmet system integrating the vision
system with the oxygen positive pressure breathing and full nuclear, biological, and chemical (NBC) protection.
The futuristic appearance of these helmets results from the use of a flush external face guard, contoured such as
not to obstruct the pilot's FOV yet to fully cover the oxygen mask.

The TopSight (previously known as Opsis) (Figure 3-20), was evaluated originally on the Mirage 2000 fighter
and subsequently has been used on both the Mirage and the next-generation multirole Rafale fighters. The
TopSight is a day-only helmet, configured for air-to-air missions.
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The TopSight uses a modular approach. The headgear includes two line-replaceable units: a) the basic helmet,
with a custom-fitted form liner and b) a removable Day Display Module, that projects symbology on the pilot's
visor for target acquisition and designation; depending on the mission, this module can be replaced by a Night
Vision Module (ejection-compatible), or a Double Visor Module (for conventional helmet use).

Designed primarily for target acquisition and designation in support of the Mirage 2000 and Rafale, the air-to-
air version is a monocular visor projection display with 20° FOV and 60- mm eye relief. It uses a 0.5-inch
diameter CRT in stroke-only symbology, generated from target and aircraft parameters. The fully integrated
system, including the oxygen mask, has a head-supported weight of 1.45 kg (3.2 1bs).

TopNight

The TopNight (Figure 3-20) is a TopSight helmet configured for air-to-ground and night mission for the Rafale
fighter. It adds to the TopSight an image-intensified charge-coupled device (I*CCD) camera and binocular display
capability. It also adds FLIR image capability from an aircraft sensor or a night-vision image intensified image
from the helmet-mounted CCD. The pilot can switch between the external FLIR and I*CCD sensors. There is also
the option of presenting an image received from an outside video source.

The TopNight has a binocular display with a 40- x 30-degree FOV and 60-mm eye relief. It uses two '2-inch
diameter CRTs. Aircraft and targeting data are displayed both in stroke (symbology) and raster video imagery
(IR, image-intensified tubes [I*T] and television [TV]). The fully integrated assembly, including the oxygen mask
and the I’T, has a head-supported weight of 1.8 kg (4 1bs).

Joint Helmet Mounted Cueing System (JHMCS)

Following Joint Mission Element Needs Statement (JMENS) signed by the U.S. Air Force and U.S. Navy in mid-
1994, the Joint Helmet Mounted Cueing System (JHMCS) (Figures 3-10 and 3-20) became the first joint office
project. The JHMCS was developed over the period 1996-99 by Vision Systems International (VSI),” San Jose,
CA, and is deployed on F-15, F-16 and F/A-18. VSI was formed in 1996 as a joint venture between Rockwell
Collins (San Jose, CA) and Elbit Systems (Haifa, Israel) to address HMD opportunities for fixed-wing
applications. The JHMCS is a multi-role system that enhances pilot situation awareness and provides head-out
control of aircraft targeting systems and sensors.

The JHMCS uses visor projection design with a ’2-inch CRT. It is monocular (right eye only), provides only
daytime stroke symbology, uses an electro-magnetic tracker, and has a 20° FOV.

In May 2003, VSI was selected to develop a dual-seated version of the JHMCS so that both pilots, in a two-
seater fighter, can share information. Deliveries of the modified version started in early 2007 for the Navy’s two-
seat F-18F. In a dual-seat aircraft, each crewmember can wear a JHMCS helmet, perform operations independent
of each other, and have continuous awareness of where the other crewmember is looking.

The JHMCS can best be described as the offspring of the Elbit Systems Dash 3, the Kaiser Electronic Agile
Eye and the VCATS HMDs. Unlike the embedded Dash, the JHMCS is a clip-on package.

The system provides low-weight, optimized center-of-mass with in-flight replaceable modules to enhance
operational performance — including the ability to be reconfigured in-flight to meet night vision requirements.

The JHMCS has been introduced with the main goal of slaving the AIM-9X GEN-4 air-to-air Sidewinder
Missile to the pilot line-of-sight; this will provide “first look, first shot” capability when employed with high off-
boresight weapons and under high-G conditions. Production representative units were delivered in mid 1998,
operational tests started in 1999 (first flight test took place in January) on an Air Force F-15 Eagle and a Navy

" VSl is a joint venture company between EFW, Inc. of Ft. Worth, Texas and Rockwell Collins, San Jose, CA.
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F/A-18 Hornet and production deliveries commenced in 2000. It is used with the HGU-55/P helmet in F-15, F-16
and F-18 fighters.

VSI was authorized to begin full scale JHMCS production in January 2004; by January 2006 VSI advertised the
delivery of the 1000™ JHMCS helmet. A year later VSI had delivered over 1400 units to 14 nations.

A current list of international customers by fighter aircraft deployment includes:

e F-15-U.S. Air Force and Air National Guard, Korea

e F-16 — U.S. Air Force and Air National Guard, Belgium, Chile, Denmark, Greece, Netherlands,
Norway, Oman, Poland, Turkey

e F/A-18 — U.S. Navy, Australia, Canada, Finland, Switzerland

The U.S. Navy is pursuing an approach to integrate night vision capability into the JHMCS. The goal is for a
40-degree FOV, a typical value for a binocular NVG system. The U.S. Navy would prefer for this design to
employ a modular wide-FOV system, such as the panoramic NVG that could increase FOV to as much as 100
degrees by using four I” tubes, all of which are slightly shorter and lighter than previous ANVIS-9 version tubes,
reducing head strain under increased G-forces. The idea is to inject symbology into the optical train of one of I”
tubes worn as traditional NVGs.

Scorpion Helmet Mounted Cueing System (HMCS) (United States)

The Scorpion™ HMCS (Figure 3-21) was developed by Gentex Corporation (Simpson, PA) for targeting pod,
gimbaled sensor or high off boresight missile cueing mission scenarios. It was designed to interface with existing
U.S. Pilot Flight Equipment (PFE), standard oxygen mask variants, Life Support Equipment (LSE) and current
fixed-wing NVGs (AN/ANVS-9).

The Scorpion uses a low profile, SVGA color display. In the case of the Gentex HGU-55/P flight helmet, the
compact optical element is mounted on the standard NVG helmet attachment. In day mode operation, the ANVIS
Day Visor (ADV) is mounted on the helmet NVG jet mount via a ball-detent mechanism. In night operation, the
ADV is replaced by the NVGs, which are located directly in front of the display optical combiner. The NVG’s
night image is viewed through the combiner, providing the pilot with fused NVG scene and color symbology.

The Scorpion also utilizes a low profile, high speed magnetic tracker system to track pilot head position.

The notable discriminators for Scorpion include:

Left or right eye monocular

Field of View (FOV): 26° x 19.6°

Head-supported weight: 2.8 ounces (80 grams)

Compatible with most visor types

Compatible with laser eye protection and corrective spectacles
Ejection system compatible

Scorpion is scheduled to commence operational testing by the US military at the U.S. Air Force / Air National
Guard Flight Test Center (Edwards Air Force Base, CA) in 2008.
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Figure 3-21. Scorpion Helmet Mounted Cueing System (Gentex Corporation),

Typhoon Integrated Display Helmet (IDH) (United Kingdom)

The Typhoon Head Equipment Assembly (HEA) Integrated Display Helmet (IDH) (Figure 3-20) displays night
vision and off-axis cueing information. Selected for the Eurofighter program, the IDH provides 24-hour, all-
weather, and all-altitude operation over the full combat profile envelope. Capabilities include weapon/sensor
slaving with real-world overlay of flight information, target cueing and night vision.

The system uses a two-part helmet design, with a single size helmet being custom fitted to individual pilots and
designed to cover the 5-95™ percentile anthropometric range. The helmet provides laser and NBC protection. The
helmet operates in conjunction with an optical head tracker, providing low latency head position solutions and
eliminating the need for cockpit mapping. It uses dual high-resolution miniature CRTs in stroke, raster and mixed
modes to provide a 40° FOV with full overlap, a 15-mm exit pupil, and a 50-mm eye relief. The night vision
cameras use two Omni 4 GEN-3 I” tubes, capable of operation down to 0.5 millilux) and are detachable.

The helmet employs a dual visor configuration, a clear blast/display visor for night operation and a glare/ laser
eye protection visor for day operation.

While the exact location of the I? tubes on the side of the helmet is still an issue, this approach will improve
helmet dynamic performance, by moving the center-of-mass backward as compared to standard in-front-of-the-
eyes I* tube mounting. Because the distance between the I* tubes exceeds the normal separation distance of the
two eyes, the pilot may experience hyperstereopsis. This phenomenon results in objects viewed at close distance
appearing closer than in reality, which can cause false cues (Kalich et al., 2007). Flight tests have showed that
these effects are perceptible when distance to ground (or objects) is less than about 1,000 feet.

Helmet Mounted Display System (HMDS) (United States)

The Helmet Mounted Display System (HMDS) (Figure 3-20) is being developed for the F-35 Joint Strike Fighter
(JSF) by VSI. It has completed all required safety of flight tests, allowing in-flight seat ejections up to 450 KEAS
(knots equivalent air speed). It has demonstrated structural integrity to 600 KEAS as a critical risk mitigation step
towards full flight certification. The HMDS had its maiden flight on 4/10/2007 on the 10th test flight of the F-35
JSF.
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The HMDS provides the pilot video with imagery in day or night conditions combined with precision
symbology to give the pilot enhanced situation awareness and tactical capability. For tactical fighter jet aircraft,
the F-35 JSF will be the first to fly without a dedicated HUD, with the HMDS providing this functionality.

The HMDS uses the same symbology implemented in the JHMCS. The CRT display in the JHMCS has been
replaced by two 0.7-inch diagonal SXGA resolution AMLCDs. The HMDS provides a FOV of 40° (H) x 30° (V).

Military HMD programs: Rotary-wing platforms

While fixed-wing HMD applications abound, the HMD owes its increasing acceptance to rotary-wing aviation.
The helicopter environment does not require the HMDs to contend with the demands of high-G maneuvers or
ejection with its issue of wind blast. This does not imply that HMD designs for rotary-wing applications are
easier. Indeed, the requirements for a wider FOV and increased resolution driven by the common-place nap-of-
the-earth (NOE) flight profiles of military helicopters are difficult ones.

Table 3-3 presents a partial summary of the more notable experimental, prototype, fielded and future HMD
rotary-wing programs. It followed by summaries of select HMD programs. Many of these HMDs are depicted in
Figure 3-22. Many of the programs involved a number of contracts with various commercial HMD developers
playing differing roles. Many of the programs also were multi-national in scope. The country of development
listed in Table 3-3 and ensuing program descriptions generally is based on the initial developmental phase.

Integrated Helmet and Display Sighting System (IHADSS) (United States)

The first fully integrated head/helmet-mounted display, the IHADSS developed by Honeywell in late 1970’s, and
was acquired by (2000) and now manufactured by EFW (Figure 3-22), was fielded by the U.S. Army in the AH-
64 Apache helicopter and is still in production.

Historically, the goal of aviation helmet design has been to primarily provide impact and noise protection to the
user. In 1981, the U.S. Army fielded an advanced attack helicopter that required a new helmet concept in which
the role of the helmet was expanded to provide a visually-coupled interface between the aviator and the aircraft.
This new combined helmet and display system, the IHADSS, uses a helmet fitted with infrared (IR) head tracker
detectors and a monocular display. The IR head tracker allows a slewable FLIR imaging sensor, mounted on the
nose of the aircraft, to be slaved to the aviators head movements. Imagery from this sensor is presented to the
aviator through the helmet-mounted display.

The IHADSS HMD consists of a fully functional flight helmet to which the monocular display is mounted. The
display can present to the pilot’s eye combinations of aircraft symbology (e.g., heading, torque, altitude, etc.), a
targeting crosshair, and pilotage imagery that originates from the FLIR sensor mounted on the nose of the aircraft.
The IHADSS has also been used by Boeing on OH-58D Kiowa and by Agusta, on the A-129 Mangusta.

The IHADSS’ major capabilities include:

e Slaves turreted weapons, missile seekers, and gimbaled night vision sensors to the pilot’s line-of-
sight;

e Displays real-world-sized video imagery from night vision sensors directly in front of the pilot’s eye
and overlays flight information and fire control symbology over the video imagery;

e Can be operated either independently from each cockpit or cooperatively from both cockpits while
allowing cueing between the aircraft’s crew members; and

e Enables NOE navigation by pointing a night vision sensor with natural head movements only.
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Figure 3-22. Current and future rotary-wing HMD programs.

Primary IHADSS performance characteristics include:

Image brightness compatible with 2,000-foot-Lambert (fL) background luminance scene; it lacks
luminance performance required for optimal gray-scale operation during most daylight missions
Monocular, right eye only, 1-inch diameter CRT image source

Display FOV: 40° (H) by 30° (V)

Exit pupil: circular, 10 mm in diameter

Video format: Raster only 525 to 875 lines (auto line lock), compatible with GEN-1 FLIR

Optical eye relief: 10 mm

User performance of the IHADSS is well documented (Rash, 2008). Its visually demanding monocular design
has been successful in its deployment in the AH-64 Apache helicopter but has been plagued since initial fielding
by frequent pilot reports of visual symptoms and complaints (Hale and Piccione, 1989; Behar et al., 1990).
However, during most recent challenge of combat in Iraq, these reports have decreased (Hiatt et al., 2004;
Heinecke et al., 2008).
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Wide-Eye™ (United States)

The Wide-Eye, ™ designed by Kaiser Electro-Optics, San Jose, CA, and first conceived in the 1980s, was a
integrated binocular HMD with retractable combiners for day and night use. It had two 1-inch CRTs as well as I?
tubes. A modular approach was employed where the optical subsystem is detachable and remains with the
aircraft. The system consisted of the helmet, display electronics unit, head-tracker and boresight reticle control
unit.

The Wide-Eye™ was a partial-overlap design. Each optical channel has a monocular FOV of 40°; with a 50%
overlap, the binocular FOV is 40° (V) by 60° (H) (Zintsmaster, 1994). This system was the precursor to Kaiser
Electro-Optics’s SIM EYE™ XL 100A design (Kaiser Electro-Optics, 2007).

Tactical-Air Night Vision Display System (Eagle Eye) (United States)

The Tactical-Air Night Vision Display System, built by Night Vision Corporation, and commercially known as
Eagle Eye,"™ was a low-profile, helmet-mounted, image intensifying system. It was a self-contained system,
consisting of two GEN-3 I” tubes, folded optics beamsplitters, external housing, and integrated power supply. The
folded optical path was designed to allow the I* sensors to be located slighted below and to the side of each eye,
making the total separation between centers approximately 126 mm (5 inches). The effective interpupillary
distance (IPD) was approximately twice the normal 64-millimeter (mm) value. Like ANVIS, the nominal FOV
was 40 degrees and fully overlapped. The objective lenses could be focused from 11 inches to infinity. While
there was no eyepiece optical adjustment, eyepiece lenses could be inserted in 2-diopter increments to compensate
for spherical refractive error ranging from - 6 to +2 diopters. Adjustments included fore-aft, vertical, tilt, and IPD.
The Eagle Eye had a limited production in the 1980s.

Aviator’s Night Vision Imaging System (ANVIS) (United States)

The ANVIS (Figure 3-22) is by far the most widely used HMD in the world. The ANVIS is a combined
sensor/display optics package that mounts unto existing aviation helmets by means of a visor assembly mounting
bracket. Over the last two decades, improvements in the I* technology used in the ANVIS have given rise to a
number of generations and models, all of which loosely referred to as the ANVIS. In the U.S. Army, all ANVIS
are AN/AVS-6 models, with current fielded versions identified as types 4 to 6 that define when they were
procured and with corresponding performance enhancements. The ANVIS-9 designation is one used by the U.S.
Navy and Air Force. It has identical performance but the helmet mount is slightly longer and at a different tilt in
order to be compatible with Air Force and Navy helmets. The ANVIS-9 also has an internal filter that blocks
more of the visible spectrum (related to lighting compatibility issues). The ANVIS is a binocular, 40°, 100%
overlap system using GEN-3 I” tubes, which being head-mounted, does not require an additional head tracking
system.
Typical ANVIS-6 optical characteristics include:

Focus range: 28 cm (11 inches) to infinity

Magnification: Unity (1X)

27-mm effective focal length objective (f/1.23)

Resolution: >1.3 cycles/milliradian (cy/mr)

Brightness gain: minimum 2000x (5,500X for newer versions)
Diopter eyepiece focus adjustment

Interpupillary distance (IPD) adjustment: 52-72 mm
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The ANVIS housing can be flipped up or down and has an 11-15G breakaway threshold. A tilt adjustment of
approximately 10° is provided. There is a minimum vertical and fore/aft adjustment range of 25 mm. They operate
off of a single lithium or two “AA” batteries. A dual battery pack is Velcro™ mounted on the rear of the helmet to
improve the CM. An historical summary of the ANVIS and its predecessors is provided by McLean et al. (1998).

Monolithic Afocal Relay Combiner (MONARC) (United States)

The Integrated Night Vision System (INVS), built in the late 1980s and early 1990s by Honeywell, Inc.,
Minneapolis, Minnesota, and commercially known as the Monolithic Afocal Relay Combiner (MONARC),
consisted of a helmet subsystem, a binocular image display system, and provisions for a magnetic head tracker.
The helmet included a visor, energy liner, retention system, communications, thermoplastic liner, image display,
magnetic receiver mounts, and electrical interfaces. Imagery, from binocular I* sensors and dual (binocular)
CRTs, with added symbology was designed to be displayed through the imaging system which consisted of
separate modules mounted to each side of the helmet. The modules were powered by an ANVIS-style battery
pack. Each module contained a GEN-3 I tube, CRT, objective and relay optics and beamsplitter. (Note: The
MONARC combiner used the principle of total internal reflections to relay the image from the CRT image source
to the eye.) The I* sensors were located beside and slightly above the user's eye, making the total separation
distance between sensors (and effective IPD) approximately 254 mm (10 inches) (4X normal IPD). The objective
lenses could be focused from 6 meters to infinity. The vertical and lateral IPD positions of each module could be
adjusted independently, but there was no fore-aft or tilt adjustments. This system provided a nominal 35°, fully
overlapped FOV.

Helmet Integrated Display Sight System (HIDSS) (United States)

In the 1990s, the U.S. Army was developing the next-generation armed reconnaissance helicopter, the RAH-66
Comanche. Integral to this aircraft was an HMD designed by Kaiser Electronics, San Jose, CA. The HMD was the
Helmet Integrated Display Sighting System (HIDSS) (Figure 3-22). While the Comanche program was cancelled
by the Army in February, 2004, the HIDSS development program led to a number of interesting and useful
concepts in HMD design.

The initial HIDSS design was based on the Wide-Eye integrated binocular design. It originally provided a 40°
(V) by 40° (V) FOV with 50% partial-overlap. Ultimately, the FOV specification became at 30° (V) by 52° (H),
matching the anticipated GEN-2 FLIR sensor, with at least 30% overlap. The first HIDSS design incorporated
two l-inch diameter CRTs. While image quality was found to be acceptable, the addition of a second CRT (as
compared to the IHADSS single CRT) pushed the total head-supported weight beyond the Army’s acceptable
safety limits (Harding et al. 1998). A follow-up HIDSS design replaced the CRT image sources with miniature
LCDs.

The HIDSS also used a modular approach, partitioning the system into an Aircraft Retained Unit (ARU) and a
Pilot Retained Unit (PRU). The ARU was detachable from the helmet and remained stowed in the aircraft at all
times; the PRU was a custom-fitted helmet and was retained by the pilot.

The technical performance goals for the HIDSS program included:

SXGA Resolution: 1280 x 1024 pixels

Luminance: 1500 fL, at the eye

Modulation transfer function (MTF): 8% (H and V with one line-on/one line-off
Exit pupil: 15 mm

Eye relief: 25 mm

Head-supported mass: Not to exceed 2.4 kg (5.3 Ibs)
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Modular Integrated Display and Sight Helmet (MiDASH) (Israel)

The MiDASH (Figure 3-22), manufactured by Elbit Systems Limited, Haifa, Israel, helmet, was designed to
provide attack and reconnaissance helicopter pilots with wide-FOV, see-through binocular night imagery, flight
information and line-of-sight cueing for day and night operation (Elbit Systems, 2004).

MiDASH comprises a standard helmet shell with a personal fitting device. The left and right optical modules
are referred to as Helicopter Retained Units (HRUs) and are attached to the helmet by snap-connectors.

System performance specifications:

Binocular, night imagery FOV: 50°H x 40°V (partial-overlap)
Symbology FOV: 30° circular

See-through transmission: >50%

Eye relief: >50 mm

Night vision: "Super GEN '98" or GEN-3

Total mass (night operation): 2.2 kg (4.9 lbs)

Knighthelm (United Kingdom)

The Knighthelm (Figure 3-22), manufactured by BAE Systems, is a first-generation HMD featuring a modular
(two-part )design, with a basic form-fitted helmet designed specifically for HMD applications. The display’s
image sources and optical components are integrated into the helmet such that the fundamental properties of the
helmet (e.g., protection, weight, CM) were not compromised (White and Cameron, 2001). The Knighthelm HMD
provides a full day/night mission capable system in a binocular, 40° FOV, full-overlap configuration.

Knighthem provides night vision capability via either imagery from an aircraft-mounted FLIR sensor or a pair
of GEN-3 I” tubes integrated into the helmet. The FLIR imagery, combined with flight and weaponry symbology,
is projected onto the two combiners.

A dual-visor system is fitted to the display module: a clear visor (Class 1) that can be alternated with a laser
protection visor and a neutral density visor (Class 2) for glare protection. For ease of replacement the visors are
mounted on quick release pivot assemblies.

The Knighthelm’s initial 1990’s design has been refined and enhanced, as part of an extensive development
program, for the German Army Tiger helicopter, and is optimized for the attack helicopter application (White and
Cameron, 2001).

Major Knighthelm performance specifications include:

Exit pupil: 15 mm
Eye relief: 30 mm
See-through transmission: 70%
Symbology overlaid on image intensified or sensor imagery
o Cursive (stroke) symbology visible in all ambient conditions
o Selectable binocular/ monocular CRT symbology presentation
o  Weight: 2.2 kg (4.9 1bs)

Crusader (United States, United Kingdom)

While there was never a formal developmental program for a rotary-wing Crusader HMD, the fixed-wing version
was developed with the potential of rotary-wing use, with specific attention paid to the greater impact and
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penetration requirements for the HMD helmet platform. (See fixed-wing description in the Military HMD
programs: Rotary-wing platforms section of this chapter.)

TopOwl (France)

The TopOwl™ (Figure 3-22) is manufactured by Thales, France. It has a fully-overlapped, visor projection
system, capable of presenting FLIR, I? and synthetic imagery. The visor projection approach improves viewing of
the outside world over standard HMD designs that require optical beamsplitters. This approach also allows for
increased physical eye relief (>70 mm [>2.75 inches]), which reduces potential interference with the wearing of
corrective spectacles. Dual I* sensors are located on the sides of the helmet with a separation distance of
approximately 286 mm (11.25 inches) (an effective IPD of more than 4X normal). The I* imagery is optically-
coupled to the visor. The FLIR imagery from a nose-mounted thermal sensor is reproduced on miniature CRTs
(current production version) or LCDs (prototype) and projected onto the visor. In I> mode, it presents a 40°
circular FOV; for FLIR imagery presentation, the FOV is 40° (H) by 30° (V).

The production CRT version is currently fielded on various models of the Eurocopter Tiger and Denel AH-2
Rooivalk helicopters and in use in 15 countries. It has been selected for use on the U.S. Marine Corps AH-1W
Super Cobra attack helicopter.

The total weight of a fully configured production CRT-version of TopOwl has a mass of 1.8 kg (4 Ibs) for day-
only operations and 2.2 kg (4.8 lbs) for the nighttime configuration.

ANVIS/HUD-7 and -24 (Israel)

The major disadvantage of legacy I” systems (e.g., ANVIS series) is the lack of symbology. An approach to solve
this deficiency is the ANVIS/HUD, developed by Elbit Systems. The first version is the ANVIS/HUD-7, which
combines the standard ANVIS goggles image with aircraft flight instrumentation and computer graphics during
night operation (Figure 3-22). The system can be installed on any type of helicopter. Figure 3-23 presents sample
ANVIS/HUD-7 imagery consisting of symbology overlaid on I* imagery.

Major technical performance specifications of the ANVIS/HUD-7 include:

e FOV:
o Night vision - 40°
o Symbology - 32° overlaid on the night imagery without degradation to the ANVIS image
Resolution: > 512 x 512 pixels
Mass: <110 g (3.9 ounces)
Compatible to GEN-2, GEN-3 and OMNIBUS I systems
Attachable to the right or left objective
Compatible with NBC mask or eyeglasses
Quick disconnect for safe egress

Elbit Systems Limited developed the Day/ Night ANVIS/HUD-24 from the ANVIS/HUD-7 system above, with
the DAY HUD add-on module, the system projects imagery of flight information to enable head-out flight during
the day time (Yona et al., 2004). By combining the standard ANVIS imagery with aircraft flight instrumentation
symbology, the ANVIS/HUD offers 24-hour operational capability. The system supports two-pilot operation, with
eight selectable display screens and can be installed on any type of helicopter; it is currently operational on more
than 25 different platforms.
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Figure 3-23. Typical ANVIS/HUD-7 imagery: Symbology overlaid on night imagery.

Performance values for night operation are identical to the ANVIS/HUD-7. The day channel performance is
defined by:

Day FOV: 25°

See-through transmission: 36%

Brightness: 500 fL

Exit pupil: >12 mm

Eye relief: >50 mm (may be used with NBC mask or eyeglasses)
Head-supported mass: 200 grams (7.1 ounces)

EyeHUD™ (United States)

The EyeHUD™ (Figure 3-24), developed by Rockwell Collins, Cedar Rapids, 1A, is a compact, light-weight
monocular HMD designed as a alternative to the ANVIS/HUD. It is designed to attach to the standard ANVIS
mount. Using a miniature AMLCD, its goal is to provide pilots basic HUD situation awareness capability (e.g.,
aircraft flight, engine performance and weapons symbology) in both day and night operations (Rockwell-Collins,
2008a) The EyeHUD™ HMD can be used with any military aviator helmet. It provides a full range of IPD and
vertical adjustments while accommodating laser eye protection and aviator eyewear.

Major technical performance features include:

Day FOV: 26° (Diagonal)

Resolution: 800 x 600 (SVGA)

Head-supported mass: 95 grams (2.6 ounces)

Compatible with ANVIS Class A and B spectral response
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Figure 3-24. EyeHUD.™

QuadEye™ (United States)

QuadEye™ (Figure 3-25a) was developed by Kollsman, Merrimack, NH and is an advanced Panoramic Night
Vision Goggles (PNVG) providing a central 40° binocular FOV plus monocular vision of an additional 30° to
either side (Figure 3-25b) (Kollsman, 2008). The impetus of this expanded FOV design is to provide a FOV
similar to the normal eye’s peripheral vision, thereby reducing the need to increase head movement when wearing
the ANVIS. QuadEye is designed around four 16-mm I tubes of which the pilot can select either only the two
inner tubes or all four (panoramic) tubes. Additionally, QuadEye™ can provide HUD symbology or aircraft
targeting sensor imagery using a miniature, high resolution display.
Main system performance values include:

FOV: 100° (H) by 40° (V)

Physical eye clearance: 32 mm

Brightness gain: > 5,500:1

Mass (with four I? tubes, display, camera): 700 grams (25 ounces)

The U.S. Army’s Virtual Cockpit Optimization Program (VCOP) was a virtual cockpit simulator program. Its
goal was to provide the pilot with a simulated environment where he/she could train with information such as
situational awareness, sensor imagery, flight data, and battlefield information in a clear, non-confusing and
intuitive manner (Moore et al., 1999; Harding et al., 2004). VCOP was comprised of six technologies:

e Full color, high resolution, high brightness HMD that incorporates Virtual Retinal Display (VRD)
technology

3-D audio

Speech recognition

Situation awareness tactile vest

Intelligent information management

Crew-aided cognitive decision aides
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Figure 3.25a. QuadEye™ (www.kollsman.com).

100°

Figure 3-25b. QuadEye field of-view (www.kollsman.com).

Virtual Cockpit Optimization Program (VCOP) (United States)

VRD technology was invented at the University of Washington in the Human Interface Technology Lab (HIT)
in 1991. Its goal was to produce a full color, wide FOV, high resolution, high brightness, low cost virtual display
using miniature scanned lasers. The original VRD concept used scanning lasers to form an image directly on the
retina.

Microvision, Inc., Seattle, WA, has the exclusive license to commercialize the VRD technology and was the
developer of the VCOP HMD. The VRD scanning laser technology has been pursued for a number of HMD
programs. HMD applications have deviated from the original VRD concept in that the scanning lasers do not scan
directly on the retina but instead form an intermediate image that is viewed via an eyepiece. Figure 3-26 shows an
early prototype developed under the U.S. Army’s Aircrew Integrated Helmet System (AIHS) alternate image
source development. Figure 3-22 shows a futuristic version of the VCOP design.
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Figure 3-26. Prototype AIHS scanning laser HMD (Microvision, Inc.).

HeliDash (Israel)

HeliDash is a modular day/night display and sight helmet designed by Elbit Systems for attack, assault and utility
helicopter applications. It provides the pilot with high-resolution night vision and day/night symbology. The
system configuration includes electronics, clear/dark visors, a night module (ANVIS-HUD), and a day Module
(DASH 20° FOV visor-projected symbology).

Modular Integrated Helmet Display System (MIHDS) (Air Warrior) (United States)

The Air Warrior program is one of a group of U.S. Army Warrior Soldier Warrior programs. General Dynamics
C4 Systems (Scottsdale, AZ) is the prime contractor and system integrator for all of these systems, which
additionally include Land Warrior and Mounted Warrior.

Air Warrior is intended to provide U.S. Army rotary-wing aircrew with advanced life support, ballistic
protection, and NBC protection in rapidly tailorable, mission-configurable modules. Its development has in been
in a 3-block format. Block 1 included the development, procurement, and fielding of a micro climate cooling
system, an integrated survival gear and ballistic protection system, and a light-weight chemical and biological
protection ensemble. The on-going Block 2 technology insertion phase of the program provides additional
capabilities, including an Electronic Data Manager and an Aircrew Wireless Intercom System. Block 3 is focused
on increasing force effectiveness by improving situation awareness and survivability. The Air Warrior systems
must be compatible with multiple helicopter types, including the CH-47 Chinook, OH-58D Kiowa Warrior, AH-
64 Apache and UH-60 Blackhawk. It also is required to have compatibility interoperability with the Army's Land
Warrior and Future Combat Systems programs.

Integral to the Block 3 phase is the development of an HMD. General Dynamic’s program to provide the HMD
is Modular Integrated Helmet Display System (MIHDS). The MIHDS will provide integration and interface of
symbology, imaging sensors, and head-position tracking devices, permitting the aircrew a clear view of the
external environment during both day and night operations.

Microvision’s ™ SD2500 (Figure 3-27), a descendent of VCOP, is a candidate system for the MIHDS. The
SD2500 design provides a full-color, see-through, daylight and night-readable, high-resolution (800X600 pixels)
display (Microvision, 2005). This HMD is fitted for attachment to the U.S. Army’s standard aviation helmet,
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Head Gear Unit 56P (HGU-56P), via the common Aviator’s Night Vision Imaging System (ANVIS) mounting
bracket.
Major performance specifications include:

HMD type: Monocular, Color RGB

See-through transmission: >50%

FOV:23°(H)x 17° (V)

Resolution : SVGA, 800 (H) x 600 (V) pixels

Luminance (at the eye): >1000 fL, D65 white

Physical eye relief: > 50 mm

Interpupillary distance (IPD) range: 29-36 mm from center

Q-Sight (United Kingdom)

The Q-Sight™ (Figure 3-22) is being developed by BAE Systems. Its design employs holographic wave-guide
technology. Weighing less than 4 ounces (113 grams), it has no bulky projection optics and offers an exceptional
center-of-mass.

Q-Sight’s miniature display is easily adaptable to any standard helmet as either a left- or right-side
configuration (at approximately 25 mm), allowing the pilot to choose his or her dominant eye. A binocular
configuration also is available.

Symbology and/or video can be displayed to provide the pilot with eyes-out operation (Figure 3-28). In day
(high-ambient-light) conditions, a dark visor can be deployed to improve the image contrast. Q-Sight is designed
to be compatible with the current NVGs. Operation at night is achieved by attaching the NVG and deploying in
the normal manner. The Q-Sight display is located in its own mount and positioned behind the NGV eyepiece
(BAE Systems, 2007). Flight demonstrations of the Q-Sight system are planned for late 2007 and early 2008.

Major performance specifications include:

FOV: 30°, monocular

Luminance: 1800 fL.

Contrast ratio 1.2:1

Exit pupil: > 35 mm

Eye relief: > 25 mm

Power consumption: <5 watts, head-mounted
Head-supported mass: < 113 grams (4 ounces)

Military HMD programs: Mounted and dismounted

In the development and application of HMD technology, aviation has led the way. However, in the early 1990s,
the potential of HMDs for mounted and dismounted Warfighters was recognized fully. This has led to a number
of development programs that focused on the differing requirements that must be imposed on HMDs intended for
ground applications. Not surprisingly, I* technology has been the sensor technology of choice in these non-
aviation designs. However, the fundamental characteristics of these ground-based HMDs are the result of decades
of lessons learned from aviation-based HMDs development programs.



94 Chapter 3

Figure 3-27. Spectrum™ SD2500 (Microvision, Inc.).

Figure 3-28. View of symbology through Q-Sight (BAE Systems).

As HMDs move from air to ground, there will be important economic considerations. While HMDs have been
fielded in both fixed- and rotary-wing aircraft for decades, their quantity have been small. This number will
change drastically as HMDs are issued to every Warfighter along with his/her weapon and boots. As with any
system, the larger the production demand, the smaller the unit cost.

Table 3-4 presents a summary of the more notable experimental, prototype, fielded and future HMD programs
for mounted and dismounted applications and is followed by summaries of respective HMD programs.

Combat Vehicle Crew (United States)

The Combat Vehicle Crew (CVC) HMD (Figure 3-29) program, initiated in 1992, was a research and
development effort to develop a high resolution, flat panel-based HMD for the Army’s M1 A2 Abrams main
battle tank (Nelson, 1994).
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Figure 3-29. Combat Vehicle Crew (Girolamo, 1997).

The CVC HMD was intended to provide a head-out HMD for tank commanders; it also would allow
commanders to track near-range threats, survey the proximal terrain and avoid collision (Girolamo, 1997). The
initial design was developed by Honeywell, Inc. (Minneapolis, MN), using a monochrome AMLCD panel that
provided a 40° FOV at VGA (640 x 480 pixels) resolution. In 1994, the display was upgraded to SXGA (1280 x
1024 pixels) resolution for integration in the CVC HMD system used in both the Abrams tank and the Bradley
fighting vehicle. The system maintained a 40° FOV and was used to project thermal imagery and tactical
battlefield information. After an initial operational test, the program was discontinued in 1997.

Land Warrior (United States)

The Land Warrior program is an integrated fighting system for individual infantry soldiers which gives the soldier
enhanced tactical awareness, lethality and survivability (SPG Media, 2008). The systems included in Land
Warrior are the weapon system, helmet (HMD), computer, digital and voice communications, positional and
navigation system, protective clothing and individual equipment. The Land Warrior system will be deployed by
infantry and combat support soldiers, including rangers, airborne, air assault, and light and mechanized infantry
soldiers.

The Land Warrior program is one of a group of Army Warrior Soldier Warrior programs for which General
Dynamics C4 Systems (Scottsdale, AZ) serves as the prime contractor and system integrator.

The Land Warrior program was initiated in 1994. Raytheon Systems, (then Hughes Aircraft Company) was the
engineering developer. Plans were drafted to build an Initial Capability (formerly Land Warrior Block 1) and then
a Land Warrior Stryker Interoperable (formerly Land Warrior Block 2). In 2003, General Dynamics Decision
Systems (now General Dynamics C4 Systems) was selected to enhance the Land Warrior system with integration
to the U.S. Army digital communications, interoperability with the Stryker Brigade Combat Vehicle (SPG Media,
2008).

The helmet system is known as the Integrated Helmet Assembly Subsystem (IHAS). It provides required
ballistic protection while serving as a platform for a helmet-mounted computer and sensor display, which serves
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as the Warfighter’s interface to digital battlefield. Through the HMD, the Warfighter can view computer-
generated graphical data, digital maps, intelligence information, troop locations and imagery from a weapon-
mounted Thermal Weapon Sight (TWS) and video camera. This new capability allows the soldier to view around
a corner, acquire a target, then fire the weapon without exposing himself, beyond his arms and hands, to the
enemy. The thermal images are presented on the HMD.

Currently, the Land Warrior HMD is the Rockwell Collins ProView ™ S0-35 (Figure 3-30). It is a monocular
design and uses the eMagin's (East Fishkill, NY) full color SVGA active-matrix OLED (AMOLED) display.
Major technical performances parameters include:

Luminance: 0.1-30 fL
e Resolution/FOV:
o SVGA resolution (800 x 600): 28° x 21° (35° diagonal)
o VGA resolution (640 x 480): 22° x 17° (28° diagonal)
Eye relief: >25 mm (Eyeglasses compatible)
Exit pupil: Non-pupil forming system
Image source type: Full-color AMOLED 800 (x3) pixels x 600 lines
Mass: 67 grams (2.4 ounces) Display module (w/out mount), 145 grams (5.1 ounces) (with helmet
mount)

Figure 3-30. The Land Warrior HMD concept and the Rockwell Collins ProView' S0-35
(Rockwell-Collins, 2008b).

The U.S. Army merged the Land Warrior program with the Future Force Warrior (FFW) program in 2005 with
General Dynamics C4 Systems as prime integrator. FFW is a Science and Technology initiative to develop and
demonstrate innovative capabilities for Future Force Soldier systems. The FFW is scheduled to be fielded in 2010
and will be followed, in 2020 by the Vision Future Force Warrior. FFW is designed to provide a ten-fold increase
in lethality and survivability of the infantry platoon. In May 2007, a comprehensive assessment of the Land
Warrior (and Mounted Warrior) systems conducted jointly at the U.S. Army Infantry Center, Fort Lewis, WA.
More than 400 soldiers of the 4th Battalion, 9th Infantry Regiment, 4th Stryker Brigade Combat Team, 2™
Infantry Division participated. The battalion was equipped with 440 Land Warrior Systems and 147 Mounted
Warrior Systems. Following this test and evaluation, an initial set of Land Warrior systems was deployed with the
4-9 Infantry Stryker Battalion in late 2007.
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Mounted Warrior Soldier System (United States)

The Mounted Warrior Soldier System (MWSS) (Figure 3-31) is another major component of the Army’s Soldier
as a System initiative (with Land Warrior and Air Warrior). It is envisioned as an integrated “system of systems”
designed to improve the survivability, lethality, and combat effectiveness of Stryker-mounted crewmen. The
MWSS leverages capabilities being developed in other warrior programs, such as Land Warrior, Air Warrior and
Future Force Warrior.

Figure 3-31. Mounted Warrior Soldier System (MWSS) concept.

Rockwell Collins has been selected by General Dynamics C4 Systems to provide HMDs for Increment I of the
Mounted Warrior Helmet Subsystem (HSS) program. The recommended HMD of choice is the ProView S0-35™
monocular. This selection illustrates design re-use opportunities across General Dynamics' warrior programs since
Rockwell Collins' HMD is currently qualified for use in the Army's Land Warrior program.

The HMD provides the wearer with the capability to select and view display of information from one of three
existing video sources within the Stryker:

* Driver's Vision Enhancer (DVE),
= Remote Weapon System (RWS) via the Video Display Terminal (VDT),
»  Force XXI Battle Command, Brigade and Below (FBCB2) display.

In an interesting subsequent development, in September 2006 Microvision, Inc., has been awarded a contract
by General Dynamics C4 Systems to supply full-color, daylight readable, see-through HMDs as part of the U.S.
Army's Mounted Warrior HMD Improvement Program. Microvision, Inc., will use its scanning-laser technology.
The improvement program, managed by the U.S. Army's Project Manager for Soldier Warrior under Program
Executive Office Soldier, is looking for reduced size, weight, and power requirements. The contract specifies the
development, design, verification, testing, and delivery of ten full-color display units for evaluation by mid-2007.
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Drivers Head Tracked Vision System (DHTVS) (United States)

In the late 1990s, the U.S. Army developed a system known as the Drive Head Tracked Vision System (DHTVS)
as an aid to drivers of combat and combat support vehicles (Casey, 1999). The system consisted of:

Uncooled, gimbaled FLIR sensor
Flat panel display

Electronics box

HMD

The HMD had a biocular non-see-through design that mounted onto the driver’s helmet. The 30° (V) by 40°
(H) FOV of the HMD matched the sensors FOV. The displays were XGA AMLCDs. An IPD adjustment was
provided, and the oculars could be swung up out of the driver’s field-of-vision.

NOMAD Augmented Vision System (United States)

The NOMAD Augmented Vision System (Microvision Inc.) (Figure 3-32) was developed for use in ground
vehicles and has been fielded on Stryker vehicles deployed in Operation Iraqi Freedom (OIF). This HMD allows
vehicle commander to stand (down) in his hatch and retain a view of the outside world, hence maintaining
situation awareness. Similar NOMAD displays have been designed for use in maintenance, repair and overhaul
applications. Being able to present vehicle and equipment repair checklists, parts lists, and schematics and
diagrams in a head-up format right at the repair site can increase efficiency and reduce downtime (Rash, 2006b).

The NOMAD class of displays uses a scanning laser display that provides 800 by 600 pixels of resolution. Its
manufacturer-cited specifications include:

Luminance: Up to 1,000 fL.

Shades of grey (contrast metric): 32

Mass: < 200 grams (7 ounces)

Operating temperature range: 32-113° F (0-45°C)

Figure 3-32. NOMAD (Microvision, Inc.).
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Military HMD programs: Simulation and training

Realistic training and mission rehearsal enhance crew proficiency, mission success and, most importantly, crew
survivability. As a consequence of increased U.S. military involvement around the world, the military expects
significant future growth in the demand for deployable virtual reality trainers. The effect of the rapid advancement
in networking capability, both local-area and satellite-based wide area, computer and display technologies, has
resulted in networked deployable trainers scattered around the world that allow U.S. and coalition military
personnel to train collectively, in a synthetic, but realistic environment. Realism, necessary for training
effectiveness, has been greatly enhanced through the use of very accurate terrain maps generated from aerial and
satellite photographs. Collective training, encompassing joint aviation, naval and ground vehicle simulators based
in different parts of the world, can today be performed in the same virtual battle space as the result of this
networked simulation capability. Visual display capability consistently has been a critical element in successfully
training military aviators.

In addition to the VCOP HMD, two major examples of U.S. aviation simulators are the Aviation Combined
Arms Tactical Trainer — Aviation Reconfigurable Manned Simulator (AVCATT-A) and the Flight School XXI
simulator.

Aviation Combined Arms Tactical Trainer — Aviation Reconfigurable Manned Simulator (AVCATT-A) (United
States)

The AVCATT-A is a mobile, transportable, virtual simulation training system that provides Army aviation with
the capability to conduct realistic, high intensity training exercises and mission rehearsals for five of the Army’s
current and future generations of frontline helicopters—the AH-64A Apache and AH-64D Apache Longbow, the
CH-47D Chinook, the UH-60 Black Hawk, and the OH-58D Kiowa Warrior. (See earlier discussion of AVCATT
in Flight training section of this chapter) Each AVCATT-A unit is housed in two 53-foot-long trailers (Figure 3-
33), that have been designed to be deployable on either C-5 Galaxy aircraft or other cargo ships. The system
allows pilots to train and rehearse through networked simulation in a collective and combined arms simulated
battlefield environment.

- Reconfigurable Manned Modules
7 O Attack/Reconnaissance Utility/Cargo

< T'_'?«%f' F QBattle/Master Control Role Player
i . Semi-Automated Work Stations

-. ; ﬂ e After-Action Review
Figure 3-33. AVCATT-A Trailers (Kauchak, 2001).
Each AVCATT-A unit includes 12 HMD systems, the Rockwell Collins” model SimEye XL 100A (Figure 3-

34). The SimEye features a full-color SXGA resolution (1280 x 1024) display and presents a 100° (H) x 50° (V)
FOV (Rockwell Collins, 2006).
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Figure 3-34. SimEye XL 100A (Rockwell Collins).

Major technical performances parameters include:
Configuration: Binocular, see-through, color

See-through transmission: > 20%

Luminance: 1-20 fL (peak white)

FOV: 100° x 50°, with 30° Overlap

Resolution: XGA, (1024 x 768)

Eye relief: >25 mm (Eyeglasses compatible)

Exit pupil: 15mm

Mass: 2.5 kg (5.5 1bs) including helmet, optics and displays

Flight School XXI (United States)

A second example of HMD application to simulation and training is in the U.S. Army’s Flight School XXI
(FSXXI) program. FSXXI is being implemented in the Aviation Warfighter Simulation Center situated at the U.S.
Aviation War Fighting Center at Fort Rucker, AL. The primary FSXXI objective is to ensure that the aviators
who leave the Fort Rucker, AL, training facility have the necessary experience in their aircraft prior to
undertaking combat missions. All future army aviators will be trained under the FSXXI program.

Flight School XXI uses of three types of simulators: the Operational Flight Trainer (OFT), which is the highest
fidelity training device that has a wide visual display and is motion-based; the Instrument Flight Trainer (IFT)
(Figure 3-35, Top), which is essentially the same as an OFT except it is not on a motion platform and has a
smaller visual presentation; and Reconfigurable Collective Training Devices (RCTDs), which enable collective
training and can be reconfigured to simulate the Army’s UH-60A/L, CH-47D, OH-58D, AH-64A and AH-64D
aircraft (Chisholm, 2006). Integral to the IFT cockpits are HMD systems (Figure 3-35, Bottom). Currently, the
HMD employed is the Advanced Helmet Mounted Display (AHMD) developed by Link Simulation and Training,
Arlington, TX (an L-3 Communication company).
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Figure 3-35. Flight School XXI simulator (Top) and Advanced Helmet-Mounted Display
(Bottom) (Sisodia et al., 2007).

Major technical performances parameters of the AHMD include:

Configuration: Binocular, see-through, color
See-through transmission: > 60%
Luminance: 0.02-22 fLL (peak white)

FOV: 100° x 50°, with 30° overlap
Resolution: SXGA, (1280 x 1024)

Eye relief: > 60 mm

Exit pupil: 15mm

Medical platform
Advanced Flat Panel (AFP) (United States)

The medical community has developed a broad range of procedures and methodologies that require use of high
resolution color video technology. The Advanced Flat Panel (AFP) program’s goal (Girolamo, 1997) was to
develop color VGA and SXGA and monochrome UXGA (2560 x 1280 pixels) stereoscopic HMDs for
arthroscopic and endoscopic surgical applications that meets the comfort and performance requirements for an
operating room environment — including the need for sterilization. Two major applications were identified:
medical surgery and diagnostic systems that use color video borescopes and portable information display systems
that use high resolution computer graphics and the AFP program was initiated by DARPA in June 1994. The AFP
design focused on three critical aspects of the system (Nelson and Helgeson, 1996):
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e High quality color imagery comparable to that available via 21” CRT monitors used in the operation
room

e Exceptional user comfort — both mechanical and visual — so as to not increase surgeon’s physical
burden or stress while using the HMD

e System compatibility with the operating room, including other user-worn equipment and cleaning
requirements.

U. S. Army surgeons from the Madigan Army Medical Center (Tacoma, WA) and the U. S. Army 47" Combat
Support Hospital performed 15 arthroscopic knee surgeries, including the first ever arthroscopic surgeries I a
field-deployed Combat Support Hospital using the system (Nelson et al., 1997). It was generally agreed that the
HMD provides additional benefits for the combat medical community in warfighting environment.

One of the most difficult requirements for medical HMD systems is the color gamut and rendition quality, as
surgeons relay heavily on color and color discrimination. This is further complicated by the criticality of the
shades of gray accuracy to monitor subtle color changes, particularly in red and blue. The flat panel technology at
the time had difficulties meeting these requirements, an Operational Requirement Document was never generated
and the program terminated in 1997

User Acceptance

Every day, the “next great idea” ends up as a failure in the eyes of the consumer. Unless the need (real, induced or
imagined) for a product is paramount to the task at hand or to health and safety (and that does not always win
out), user acceptance usually is the more overriding factor.

From their first conception, HMDs have had to overcome their disadvantages of increased head-supported
weight and center-of-mass offsets being the most difficult. These and other inherent HMD characteristics impact
comfort, which is a major factor in user acceptance.

However, physical discomfort associated with HMDs may be of lesser importance when compared to
potentially disastrous consequences if sensory, perceptual and cognitive issues associated with the design and use
of HMDs are not as equally taken into account and carefully investigated.

This is especially true in military scenarios where the mismatch of HMD sensory inputs to the human senses
may result in loss of information transfer at best and loss of situation awareness at worst, a consequence that may
result in loss of life and equipment.
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4 VISUAL HELMET-MOUNTED DISPLAYS

Clarence E. Rash
Michael M. Bayer
Thomas H. Harding
William E. McLean

The first helmet-mounted displays (HMDs) were purely visual systems. This includes the original (but not
fielded) Pratt gun sight (Pratt, 1916) (Figure 4-1, top, left) and the first image intensification (I*) devices, Night
Vision Goggles (NVGs). All NVG systems, even the most current design, the Aviator’s Night Vision Imaging
System (ANVIS) (Figure 4-1, top, right), are add-on devices, in the sense that they are not integrated into their
helmet platform but are attached to the helmet.

All currently fielded HMDs provide visual input. Integrated HMDs, such as the 1970’s Honeywell, Inc.,
Integrated Helmet and Display Sighting System (IHADSS) (Figure 4-1, bottom), used on the U.S. Army’s AH-64
Apache helicopter incorporate both visual and audio inputs within the helmet platform. Integrated HMD designs
attempt to optimize optical and acoustical performance while maintaining the protective function of the helmet. In
addition, the helmet must serve as the mounting platform for the optical and acoustical elements.

This chapter introduces the fundamental concepts of HMDs from the perspective of optical design and image
quality as they affect the Warfighter’s visual performance. The auditory concepts of HMD designs are presented
and discussed in Chapter 5, Audio Helmet-Mounted Displays.

A discussion of visual HMDs begins with an overview of the different approaches used in the optical design of
HMDs. The most important components are the image sources and the optics that deliver the image generated by
the source to the user’s eye(s). Probably the most important element within the relay optics is the final reflecting
surface. For see-through HMDs, this element serves as a beamsplitter.

User acceptance of and performance with are the critical measures of the success of any HMD. Acceptance
depends on many factors from the fields of ergonomics and human factors. HMD parameters that impact
acceptance include head-supported weight, center-of-mass (CM) offsets, fitting method, exit pupil size and
physical eye relief.

User performance also is strongly correlated with the quality of the display imagery presented to the eye. Image
quality is determined by a number of factors, which include luminance, contrast, resolution, ambient illuminance,
and uniformity. Such factors, referred to as figures of merit (FOMs), used to indicate image quality, depend on the
type of image source, e.g., cathode-ray-tube (CRT), plasma, and liquid crystal display (LCD). The level of image
quality in an HMD will determine the user’s ability to recognize and interpret the information content in the
presented image.

Optical Designs

The optical design for any HMD has as its primary purpose the generation of a final image(s) that is then viewed
by the eye(s). In all HMD designs, the image source is located some distance away from the eye(s). If this initial
image at the image source is sufficiently far away it must be relayed up to the eyepiece optics, which form the
final image(s) for the eye(s). In performing this task, the optical system must provide a specific field-of-view
(FOV) to the viewer with sufficient eye clearance to accommodate spectacles, protective masks, and other
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Figure 4-1. The Pratt gun sight (top, left); the Aviator's Night Vision Imaging System (ANVIS)
(top, right); and Integrated Helmet and Display Sighting System (IHADSS) (bottom).

possible required add-on devices. The optical design must create a sufficiently sized eye box (a volume in space
where the viewer’s eye must be placed) to compensate for pupil displacements due to eye movement, vibration,
and head/helmet slippage. For optical systems that use relay optics this eye box is called the exit pupil. Optical
systems that do not use relay optics also have a designed eye position location, or eye box, that is often
erroneously called an exit pupil. For optical systems that produce a real exit pupil eye movement outside of the
exit pupil will result in an inability to see any part of the FOV, whereas for non-real exit pupil systems (those
without relay optics) movement outside of the eye box may result in losing part of the FOV and/or in reduced
image quality (blur).

Optical design parameters

There are a number of important descriptive parameters in an HMD optical design. These include:

Field-of-view (FOV)

Exit pupil (eye box) size and shape

Optical eye relief

Physical eye relief

Transmission (optical throughput)

Beamsplitter transmission/reflection coefficients (for see-through HMDs)
Modulation transfer function (MTF)

Chromatic aberration

Distortion
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Field curvature
Magnification

Ghosting

Weight (Mass)
Center-of-mass (CM)
Volume (Space required)

While it is tempting to identify a select few of these parameters as being universally most important, the
intended use of the HMD is, in fact, the deciding factor in which parameters should drive the optical design. As an
example, an HMD that has targeting as its sole purpose would require a very small FOV (e.g., 1 to 3 degrees),
making FOV less of a design driver. This is in contrast to an HMD that has pilotage imagery as it primary use. In
this case, a large FOV is desired, making it an important design parameter for its purpose.

Nonetheless, there are a few optical system parameters that are fundamentally important to the vast majority of
designs and deserve brief discussions. These include weight (mass), FOV, MTF, exit pupil size, and eye relief.

The weight (mass) of the optics includes contributions from the optical elements themselves (e.g., lenses,
beamsplitter, mirrors, prisms), the housing for these optical elements, and in most cases, the image source. The
choice of the material used for the optical elements can impact the optics weight significantly. Although
considerable advancement has been made in optical materials, the best image quality currently available is still
obtained with optical elements composed of glass. Unfortunately, glass is the heaviest optical medium.
Nonetheless, compromises via the use of plastic optical elements, which are both lighter in weight and lower in
cost, have been made. Holographic elements offer even more weight savings. The use of holographic
beamsplitters (combiners) in refractive optics HMD optical designs makes use of their wavelength-selective
characteristics and has the added advantage of not introducing additional optical power (Wood, 1992).

The weight (mass) associated with the optics is important from both ergonomic and safety perspectives. The
additional head-supported weight (mass) of the HMD can produce neck muscle fatigue, which can degrade
performance, and increase the potential of injury due to dynamic loading during crashes. It is desirable to
minimize head-supported weight (mass) in HMD designs. The optics and image source make up a significant
portion of this weight (mass).

By the very design of current HMDs, some of the optical components (and hence the additional weight) are
located in front of the face. This results in the CM of the system being forward and often above the CM of the
human head/neck combination (i.e., the tragion notch). In monocular HMDs, the system CM also will be offset
further, laterally. This resulting torque increases neck muscle fatigue. The issues associated with head-supported
weight (mass) and CM are fully discussed in Chapter 17, Guidelines for HMD Designs.

Another fundamental optical parameter is FOV, defined as the maximum angle of view that can be seen
through an optical device. An alternative definition is the horizontal and vertical angles the display image
subtends with respect to the eye. This definition is the result of most HMD FOVs being rectangular and described
as a combination of the vertical angle and the horizontal angle (e.g., the IHADSS FOV is cited as 30° vertical X
40° horizontal).

FOV is affected by magnification and the image source size, with greater magnification and/or image source
size resulting in a larger field of view. Typically, HMDs present a FOV to the viewer that matches one-to-one
(conformally) with the FOV of the sensor that is used to capture the original image of the outside world. In
principle, the larger the FOV, the greater the amount of information made available (assuming the image source
and sensor have the resolution to properly support the increased FOV). Consequently, HMDs designed for
pilotage attempt to maximize FOV, ideally matching that of the human visual system. The human eye has an
instantaneous FOV that is roughly oval and typically measures 120° vertically by 150° horizontally. Considering
both eyes together, the overall binocular FOV measures approximately 120° (V) by 200° (H) (Zuckerman, 1954)
(Figure 4-2).
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Designs fielded so far all provide restricted FOV sizes compared to human vision. The size of the FOV that an
HMD is capable of providing is constrained by several sensor and display parameters, which include size, weight,
placement, and resolution.

In ANVIS, the FOV of a single image tube is nominally a circular 40°. The two tubes have a 100 percent
overlap; hence, the total FOV is also 40°. This FOV size seems small in comparison to that of the unobstructed
eye. But, the reduction must be judged in the context of all of the obstructions associated with a cockpit, e.g.,
armor, glare shield, and support structures. The monocular IHADSS used on the AH-64 Apache helicopter has a
rectangular FOV, 30° vertical X 40° horizontal. Biocular HMD designs, such as the U.S. Army’s Comanche
program that is no longer in development, had a 35° vertical X 52° horizontal FOV.

The design parameter most affected by the choice of material for the optical elements is the MTF. The MTF is
a metric that defines how well an optical system transfers modulation contrast from its input to its output as a
function of spatial frequency.' A plot of such a transfer is called an MTF curve (Figure 4-3). Since any scene
theoretically can be resolved into a set of sinusoidal spatial frequencies, it is possible to use a system’s MTF to
determine image degradation through the system.

Figure 4-2. Human visual system’s binocular field-of-view (FOV).
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Figure 4-3. Typical modulation transfer (MTF) curve.

! Spatial frequency is a measure of detail in a scene, usually defined by how rapidly luminance changes within a region. A
single spatial frequency is commonly represented by a series of vertical bars where the luminance varies according to a
sinusoidal function. In this simple case the spatial frequency of the stimulus is just the frequency of the sinusoid used to
generate the pattern. In general, the part of a scene with fine detail including sharp edges has high spatial frequencies and the
part where the luminance over a region changes more slowly has low spatial frequencies.
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Within an HMD system, every major component (e.g. sensor, image source, optics) has its own MTF. If the
system is linear, its total MTF can be obtained by multiplying the MTFs of the system’s individual components.
The illustrative MTF curve provided in Figure 4-3 presents a relatively good contrast transfer for low and medium
spatial frequencies (the curve is high on the vertical axis) but falls rather abruptly at higher frequencies. A
system’s inability to faithfully reproduce contrast at the higher spatial frequencies would indicate a loss of a user’s
ability to see detailed features in the environment.

To accurately predict the image quality of an HMD system, it is necessary to determine how the overall system
will affect resolution and contrast. The MTF performs this function. The MTF of an optical system is perhaps the
most widely-accepted metric for the quality of the imagery seen through the optical system (Velger, 1998). It
defines the fidelity to which an outside scene is reproduced in the final viewed image. A perfect system would
have an MTF of unity across all spatial frequencies (Shott, 1997). The degradation that is present in a practical
HMD optical system’s MTF is a result of the residual (uncorrected) aberrations in the system and is ultimately
limited by diffraction effects, which is beyond the scope of this section.

The remaining two design parameters needing some explanation, exit pupil and eye relief, are closely related.
The exit pupil is the volume in space where the eye must be placed in order to be able to see the full image. An
exit pupil has three characteristics: size, shape, and location. Within the limitation of other design constraints, e.g.,
size, weight, complexity, and cost, the exit pupil should be as large as possible.

The 1970s IHADSS has a circular 10-mm diameter exit pupil. The planned HIDSS exit pupil was specified also
to be circular but with a larger, 15-mm, diameter. While systems with exit pupils having diameters as large as 20
mm have been built, 10 to 15 mm has been the typical value (Task, Kocian, and Brindle, 1980). Tsou (1993)
suggests that the minimum exit pupil size should include the eye pupil (~ 3 mm), an allowance for eye movements
that scan across the FOV (~ 5 mm), and an allowance for helmet slippage (= 3 mm). This would set a minimum
exit pupil diameter of 14 mm. Since the real exit pupil is the image of an aperture stop” in the optical system, the
shape of the exit pupil is generally circular (assuming the aperture stop is circular) and, therefore, its size is
expressed as a diameter.

The exit pupil is located at a distance called the optical eye relief, which is defined as the distance from the last
optical element to the exit pupil (Figure 4-4). Over the years, this term has caused some confusion within the
HMD community (Rash et al., 2002). What is of critical importance in HMDs is the actual physical distance from
the plane of the last physical element to the exit pupil, a distance called the physical eye relief or eye clearance
distance (Figure 4-4). This distance should be sufficient to allow use of corrective spectacles, nuclear, biological
and chemical (NBC) protective masks, and oxygen mask, as well as, to accommodate the wide variations in head
and facial anthropometry. This ability to accommodate intervening visual devices has been a continuous problem
with the IHADSS, where the optical eye relief value (10 mm) is greater than the actual eye clearance distance.
This is due to the required diameter of the relay optics’ objective lens and the bulk of the barrel housing.

To overcome the incompatibility of spectacles with the small physical eye relief of the IHADSS, the U.S. Army
investigated the use of contact lenses as an approach to provide refractive correction (Bachman, 1988; Lattimore,
1990; Lattimore and Cornum, 1992). While citing a number of physiological, biochemical and clinical issues
associated with contact wear and the lack of reliable bifocal capability, the studies did conclude that contact lenses
may provide a partial solution to HMD eye relief problems. Contacts have indeed provided and continue to
provide the capability of vision correction for AH-64 Apache pilots. More recently, following the lead of the U.S.
Air Force, the U.S. Army conducted a study that investigated refractive surgery techniques as an alternative
solution (van de Pol et al., 2007). As a result of this study, a policy has been issued allowing the surgical
procedure of Laser-Assisted in Situ Keratomileusis (LASIK).

? In optics, an aperture in an optical system is a structure or opening that limits the light rays that pass through the system. An
optical system usually has several such apertures. In general, these structures are called stops, and the aperture stop is the
stop that determines the ray cone angle, and equivalently the brightness, at an image point.
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—— Physical eye refief
—— Optical eye relief

Figure 4-4. Optical eye relief (left) is defined as the distance from the last optical element to the exit pupil,
where the eye would be placed. Physical eye relief (right) can be less than optical eye relief if additional
structures are present (Rash et al., 2002).

HMD designs

The range of HMD design types run from a simple projection of symbolic and/or alpha/numeric information
overlaying a direct-view real image for day time use, to a head slaved virtual imaging device that could be linked
to remote sensors and/or computer generated imagery for day or night use, and of course, anything in between. As
the design type increases in complexity, so does the optical design.

Simplest HMD design

In the Vietnam Era, a Bell Cobra helicopter (AH-1) was developed with a simple monocular helmet sight (known
as the Cobra sight) that could translate an external mounted machinegun using a mechanical head tracker that
attached to the top of the helmet (Braybrook, 1998). In front of the right eye was a small semi-transparent window
that projected a red dot that was similar to simple commercial red dot reflex sights on some pistols and rifles. The
17-millimeter (mm) diameter combiner was located outside the helmet visor about 50 mm from the eye and could
be adjusted in vertical and horizontal positions to properly align with the right eye. The size of the projected red
dot was only a few milliradians (mr) in diameter, and was focused at infinity. The see-through visible
transmission of the combining glass (beamsplitter) was very high, and the brightness of the aiming reticule was
sufficient to be visible at the sky horizon.

Complex modern HMD designs

In contrast to the simple design of the Cobra sight is a limited-fielded visor-projection HMD currently being
offered by a leading aerospace company having the following characteristics:

Visor projection optical design

Focused and aligned at infinity

Binocular/biocular viewing

Magnetic or electro-optical head tracked
See-through vision

FOV —>40°

Can accommodate a wide range of eye separations
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e Sufficient brightness and contrast for both day and night operations
Incorporates direct-view image intensifiers on the side of the helmet and video links to external
sensors reflected from the visor

o Flight and/or systems symbology can be projected, with unaided daytime see-through vision or at
night, overlaying the image intensified or thermal image

The optical design of such a visor-projection HMD has always been challenging in obtaining a wide FOV with
low-distortion, high-quality imagery and with an acceptable head supported weight. The reflective component of
the visor design may be a hologram or a dichroic filter imbedded in the visor that focuses and aligns the incident
rays from the relay optics. This example HMD is binocular in its optical design for thermal imagery, but since
there is a single infrared sensor, the thermal image is repeated to both eyes, which results in a biocular HMD
system. For the I* imagery, with the I tubes located on the side of the helmet and further apart than the normal
separation between the eyes, intensified image is truly binocular. However, this binocularity produces the visual
state of hyperstereopsis, which is fully discussed in Chapter 12, Visual Perceptual Conflicts and Illusions.
Because the near-infrared image intensifiers are located on the head, and the infrared thermal sensors are located
on the outside of the aircraft, the operator can only use one or the other, since the two images can not be fused.
This requires the operator to mentally move their visual location for proper perspective cues. Another challenging
characteristic will be switching from the biocular thermal sensor, with no stereopsis, to a hyperstereo I scene.

See-through vision of the visor would intuitively seem to be desirable. For day flight with the HMD providing
flight and aircraft/weapon information (symbology), undistorted, high transmission see-through vision greatly
increases the pilot’s situation awareness and effectiveness. Symbology for helicopter and near-earth day-viewing
must be monocular to prevent double images. Binocular symbology can only be seen single, and the outside
images appear single as well, when objects are located beyond 60 meters (197 feet) (McLean and Smith, 1987). In
addition, the right and left images have to be aligned both vertically and horizontally at infinity to within 1 mr.
When viewing closer than 60 meters (197 feet), the difference in the eye convergence between the symbol and the
outside image will exceed 1 mr and induce diplopia (double vision). An exception to using only monocular
symbology could be an aiming reticle or test pattern to check the HMD for proper alignment between the right
and left eye images before flight, and then switching to monocular symbology for the day mode.

At what distance should the symbology and projected image be focused? For head-up displays (HUDs),
commonly used in fixed-wing fighter aircraft and are viewed binocularly, the focus and alignment would be
expected to be set within 1 mr of infinity to correspond to distant outside objects. However, with thick curved
canopies, such as the F-16, the alignment of the actual object and viewed symbology or image through the canopy
can be slightly different, and the HUD focus and convergence are adjusted to coincide to the image shift caused
by the canopy. When the HUD was initially set at infinity alignment, the symbology appeared double when
viewed by an observer focusing on a distant object. In other words, the viewed image through the canopy may not
be optically aligned but may appear to be at a distance other than its actual physical distance (Martin et al., 1983).
However, when viewing a sensor image, whether with image intensifiers or a binocular/biocular HMD, the
eyepiece infinity focus and alignment may induce slightly blurred images for many of the pilots that are very
slightly myopic and not therefore required to wear corrective lenses.

If an HMD (such as the visor projection type) has a final, beamsplitter reflective element, it may induce ghost
images or optical artifacts that are not desirable, compared to a standard helmet visor. One would think that
having simultaneous, overlaid, unaided vision and sensor images would provide the best of both perceptions, but
in almost all cases, the users are aware the two separate images (unaided and aided) never exactly align within the
1 mr tolerance, and the two images create a conflict. It’s similar to the Sunday paper where the three colors do not
align in a picture. The see-through vision for night imagery is easily blocked with an added opaque visor that only
covers the FOV equal to the size of the sensor image. When pilots were given the option of blocking the outside
see through image at night with the opaque visor, almost all preferred the non-see-through format.
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Design types

There are a number of HMD optical design types that have been deployed over the decades of HMD
development. Most HMD optical design types require an eyepiece to allow the user to see the HMD imagery.
Figures 4-5 and 4-6 show the ray trace differences between various simplified eyepiece designs. For comparison
purposes, the drawings of each eyepiece type design presented are equally scaled. The full-scaled drawings used
30-mm eye clearances and 5-mm exit pupils to obtain a vertical FOV of 40°.

The following descriptions encompass the more fundamental optical HMD optical design approaches and are
only representative of the many varied designs that have been implemented. A number of extensive reviews of
HMD optical designs are suggested for the more interested reader (e.g., Cakmakci, O. and Rolland, J., 2006;
Melzer, J., and Moffitt, K., 1997; Velger, M., 1998).

Refractive

The simplest NVG, HUD, and HMD systems use refractive, on-axis eyepiece optics. Examples include the
ANVIS (Figure 4-5, top) with no see-through vision and a reflex HUD (Figure 4-5, bottom) with a 45° angle
combiner and see-through vision. The see-through vision is provided with a partial reflective beam splitter or
plano combiner. IHADSS helmet display unit (HDU) (Figure 4-6, top), which is an HMD with see-through vision
in the AH-64 aircraft for night pilotage, tilts the combiner to 38° from the last optical lens to improve eye relief.
Refractive optical designs use lenses for imaging. The IHADSS HDU provides imagery and symbology from
remote sensors, where the two night imaging sensors (I* tubes) are contained in the ANVIS. The primary
advantage of the refractive design with a plano combiner is the high percent luminance transfer from the display
to the eye. The primary disadvantages for refractive HMDs with see-through vision are excessive weight with
limited fields of view and eye clearance.

The ANVIS eyepiece is a simple, well-corrected, magnifier with no see-through vision. Other NVG designs
such as the Eagle Eye™ or the Cat’s Eyes™ use prism combiners for see-through vision with I?, but the see-
through combiners with intensifier tubes have been used primarily by fixed-wing fighter type aircraft with HUDs.
These see-through plano combiners are enclosed or sandwiched between two prisms which, when combined, form
a plano refractive media with minimal prismatic deviation. The purpose of the prism combiners is to increase the
combiner stability and increase the eye clearances for a given FOV and eyepiece diameter. Figure 4-6 (bottom)
shows a prism combiner using the IHADSS design. The prism combiners can also be used with power reflective
combiners. Figure 4-7 (top) shows a catadioptric eyepiece design without the prism combiner and Figure 4-7
(bottom) with a prism combiner.

Catadioptric optical designs use curved reflective mirrors with or without lenses for imaging (Figure 4-7). The
primary advantage of catadioptric designs is larger diameter optics with less weight and without induced
chromatic aberrations. By coating transmissive curved surfaces with partial reflective materials to provide see-
through vision, the beam splitter is referred to as a power combiner. Figure 4-7 (top) shows the catadioptric
design with a prism combiner to increase the eye clearance for a given FOV. The primary disadvantages are
reduced luminance transfer with prism combiner from the display for a given percent see-through vision
compared to refractive systems. Extraneous reflections have also been a problem area. The catadioptric designs
can obtain slightly larger fields of view for a given eye clearance compared to refractive systems. Catadioptric
designs have not been used in significant numbers for production HMDs at present, but have been used in a few
HUDs (example OH-58D pilot display unit (PDU) for Stinger missiles).

Figure 4-8 shows comparison plots of the eyepiece diameters versus FOV for the refractive nonsee-through
versus the various see-through HMD designs without prism combiners. The differences between the refractive
and IHADSS HMDs are only in the angle of the combiner to the eyepiece and central ray to the eye. The
refractive see-through HMD (Figure 4-5, bottom) uses a constant 45° combiner angle for all FOVs, where the
IHADSS HMD (Figure 4-6, top) adjusts the lower FOV limit ray to run parallel with the eyepiece to minimize its
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Figure 4-5. HMD eyepieces: Direct-view, no see-through, NVG type eyepiece (top)
and HUD refractive see-through combiner at 45° (bottom) (Rash, 2001).

diameter. The estimated 60-mm diameter eyepiece limit is based on mechanical considerations for the smaller
IPD ranges and overlapped HMD FOVs.

Catadioptric

Figure 4-9 graphs and compares the effects on the eyepiece diameter with and without prism combiners for the
IHADSS and catadioptric designs. A high index of refraction (n = 1.58) plastic material (polycarbonate) was
selected for the prism combiners for calculation purposes to obtain the maximum effect. Other materials could be
selected for the prism combiners for the particular properties of the material such as lower weight and
manufacturing qualities. Note that the surfaces closest and farthest from the eye of the prism combiners are
parallel surfaces for the see-through vision. Without parallel surfaces, unwanted prismatic deviations or refractive
powers would be induced. The prism combiner is actually more like a cube beam splitter, except the alignment of
the beamsplitter does not have to be 45° to the central ray.

On- and off-axis designs

On-axis optical designs align the optical centers of each optical element, or slightly displace one of the
elements, which can be rotated to achieve vertical and horizontal alignment for binocular designs such as
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Figure 4-6. HMD eyepieces: Refractive (IHADSS) (top) and
refractive prism combiner (bottom) (Rash, 2001).

binoculars. The IHADSS and the ANVIS refractive designs use on-axis alignment. The on-axis, see-through
catadioptric designs include power and plano combiners. Off-axis catadioptric systems are usually referred to as
reflective off-axis systems and may or may not require plano combiners. As the off-axis angle to the power
combiner increases, the induced distortions and aberrations increase rapidly (Buchroeder, 1987). An example of a
modest off-axis catadioptric design with a plano combiner is shown in Figure 4-10 (Droessler and Rotier, 1989;
Rotier, 1989). This catadioptric design achieves a 50° x 60° FOV with a 10-mm exit pupil and 30-mm eye relief
(measured from plano combiner intercept to apex of eye along primary line of sight). However, note the optical
complexity with 11 refractive elements and 3 reflective surfaces with very complex coatings for both eyepiece
reflective surfaces to maximize see-through and display transmissions. The modest trapezoidal distortion of 7.5%
(Figure 4-11) will be aligned with the power combiner. Another promising HMD is the Monolithic Afocal Relay
Combiner (MONARC), which is an off-axis, rotationally symmetrical lens system with modest FOV potential,
but excellent see-through approach (Figure 4-12). However, for any of the off-axis binocular systems, the
distortions will have to be corrected to achieve point for point image alignment throughout the FOV.
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Figure 4-7. HMD eyepieces: Catadioptric (top) and catadioptric with prism combiner
(bottom) (Rash, 2001).

The primary advantage of the off-axis reflective HMD design is that it provides the highest potential percent
luminance transfer from the display with the most see-through vision and increased eye clearances for a given
FOV. The primary disadvantages are very complex optical designs, shape distortions, and low structural integrity
and stability of the reflective surface. Figure 4-13 shows the conceptual drawings (top and side view) of an off-
axis HMD using the visor as the eyepiece. Note the locations of the aerial images, which are shown for the left
eye. The location of the relay optics will be either on top of the helmet, or below and to the sides, where both
locations have undesirable characteristics such as a high center of mass, or produce lower obstructions to unaided
vision. Also, note that the head seems to get in the way of the optics or relay image. Where there are no provisions
for electronic distortion correction, such as found with NVGs, the off-axis designs become unacceptable from the
keystone or trapezoidal type distortions.
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Figure 4-8. FOV versus eyepiece diameter for different designs.
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Optically induced distortion from tilted
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catadioptric, off-axis HMD design.

Figure 4-11.

Figure 4-10. Ray trace of 50° x 60° tilted cat

ocular (Droessler and Rotier,1989).

Figure 4-12. MONARC with rotationally symmetrical lens system (folded

catadioptric).
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Figure 4-13. Reflective visor HMD: a) side view (top) and b) top view (bottom)
(Shenker, 1987).

Pupil and nonpupil forming

A nonpupil forming virtual display uses a simple eyepiece to collimate or create a virtual image of a physical
image source. An example is the ANVIS NVG where eyepieces produce virtual images of the 18-mm phosphor
screens resulting in a 40° FOV. The display size, eyepiece focal length, eye clearance, exit pupil diameter, and f/#
define the FOV relationships similar to viewing through a knot hole (Figure 4-5, top). A method to increase the
apparent size of a display up to approximately 2X is with a coherent fiber-optic taper placed on the display. This
approach based on a 1.5X taper was used with the Advanced I* program to obtain a 60° NVG FOV from the 18-
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mm diameter intensifier tubes. The disadvantages of the expanding taper are a slightly increased weight compared
to the 40° FOV ANVIS and reduced light transmission. However, without the taper, the increased tube diameter
(from 18 mm to 27 mm) needed to obtain the same 60° FOV would weigh much more than the 18-mm tube with
the 1.5X taper, but would not have a reduction in light transmission.

A pupil forming system has the same basic optical design as a compound microscope or telescope. Other
common examples are rifle scopes, periscopes, and binoculars. For the pupil forming system, the eyepieces
collimate real (aerial) images that are formed using relay optics. One purpose of the relay optics is to magnify the
physical image source with the eyepiece providing additional magnification. Relay optics can also transport and
invert the image as in the case of a periscope. The pupil forming system forms a real exit pupil that can be imaged
with a translucent screen. Unlike the knothole analogy for the nonpupil-forming device, the pupil forming system
requires the pupil of the eye to be positioned within a specific area to see the full FOV unvignetted. If the eye is
moved closer than the exit pupil, the FOV will actually decrease. Also, if the eye is moved laterally outside the
exit pupil, the complete display disappears where the nonpupil forming system merely vignettes the FOV in the
opposite direction of lateral movement outside the exit pupil. The exit pupil for a pupil forming system is defined
by the optical ray trace and is shown in Figure 4-14 (top) for the center of the FOV and Figure 4-14 (bottom) for
the edge of the FOV. Note also the field lens, which is used to channel the aerial image to the eyepiece and adjust
the eye clearance.

The relay optics of pupil forming devices usually are determined after the type eyepiece design, FOV, optical
length, exit pupil diameter, and eye clearance values have been defined. To minimize the size and weight of the
relay optics, the designer will attempt to use the shortest optical path possible within mechanical constraints.

Image Quality

For all of the sensor and display technology that goes into the final imagery presented to the Warfighter by an
HMD, it is the quality of the imagery that determines its success. HMDs are used to present various types of
information. These types include text, symbols, graphics, and video. Many factors affect the Warfighter’s ability
to perceive and use this displayed information. If the information is a simple reproduction of computer generated
text, symbols, or graphics, then the major factor affecting the fidelity of the information is the capacity of the
HMD to faithfully reproduce the original image information. However, if the information is a representation of
some external view of the world, as from an imaging system, then, in addition to the HMD’s capacity to faithfully
reproduce the image, a number of additional factors will affect the user’s perception of the information. These
include sensor parameters associated with the imaging system, transform functions associated with conversions of
the scene from one domain to another (e.g., spatial, luminance, temporal), attenuation and filtering due to
processing and signal transmission, noise, etc. However, ultimately, visual performance is limited by the quality
of the final image.

What defines "acceptable" image quality varies from application to application and depends on the amount of
information needed for the task(s) at hand; adequate image quality for one task may be insufficient in another. As
previously stated, image quality is typically defined by a set of FOMs. Task (1979) described an extensive set of
FOMs for defining image quality with CRTs. These FOMs are categorized as geometric, electronic and
photometric in nature. Geometric FOMs include display source size, viewing distance, and aspect ratio. Electronic
FOMs include bandwidth, dynamic range, and signal-to-noise ratio. For our discussion herein of visual HMDs,
photometric FOMs are more important and include luminance, gray shades, contrast ratio, resolution, luminance
uniformity, and MTF.

As flat panel displays replaced CRTs as the display technology of choice in the last two decades, the
classification of image quality FOMs changed (Klymenko et al., 1997). For flat panel displays, FOMs have been
categorized into four domains: spatial, spectral, luminance, and temporal (Table 4-1). These image domains
parallel analogous human visual performance domains. The spatial domain includes those display parameters that
are associated with angular view (subtense) of the observer and coincide with observer visual acuity and spatial
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sensitivity. The spectral domain consists of those parameters that are associated with the observer’s visual
sensitivity to color (wavelength). The luminance domain encompasses those display parameters identified with
the overall sensitivity of the observer to levels of light intensity. The temporal domain addresses display
parameters associated with the observer’s sensitivity to changing levels of light intensity.
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Figure 4-14. Ray trace of exit pupil formed by the center rays (top) and the marginal rays for a pupil forming

optical device (bottom).

Table 4-1.
Flat panel display parameters (FOMs) (Klymenko et al., 1997).
Spatial Spectral Luminance Temporal
Pixel resolution (H x V) | Spectral Peak luminance | Refresh rate
Pixel size distribution Luminance Update rate
Pixel shape Color gamut range Pixel on/off
Pixel pitch Chromaticity Gray levels response rates
Subpixel configuration Contrast (ratio)
Number of defective Uniformity

(sub)pixels

Viewing angle
Reflectance ratio
Halation
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While all of these parametric FOMs are important, the key metrics of image quality generally are accepted to
be resolution, contrast, and distortion. It may be argued that the most frequently asked HMD design question is
“How much resolution must the system have?”

Resolution

Resolution is a measure of an imaging system’s ability to reproduce scene detail (the amount of information).
This will define the fidelity of the image. An HMD’s resolution delineates the smallest size object (target) that can
be displayed. A low-resolution image will appear blurry, lacking detail; a high-resolution image will appear sharp,
presenting crisp edges and much detail.

In HMDs using CRTs as the image source, the CRT’s resolution is the limiting resolution of the system. The
CRT’s horizontal resolution is defined primarily by the bandwidth of the electronics and the spot size. Vertical
resolution is usually of greater interest and is defined primarily by the electron-beam current diameter and the
spreading of light when the beam strikes the phosphor, which defines the spot size (and line width). CRT vertical
resolution is usually expressed as the number of raster lines per display height. However, a more meaningful
number is the raster line width, the smaller the line width, the better the resolution. Twenty microns (um) is the
current limit on line width in miniature CRTs (Rash et al., 1999).

In discrete displays (e.g., LCD, EL [electroluminescence], LED [Light Emitting Diode]), resolution is given as
the number of horizontal by vertical pixels. These numbers depend on the size of the display, pixel size, spacing
between pixels, and pixel shape (Snyder, 1985). Expressing resolution only in terms of the number of scan lines
or addressable pixels is not a meaningful approach. It is more effective to quantify how modulation is transferred
through the HMD as a function of spatial frequency. As in the discussion of optics earlier, a plot of such a transfer
is called a modulation transfer function or MTF curve. Since any scene theoretically can be resolved into a set of
spatial frequencies, it is possible to use a system’s MTF to determine image degradation through the entire
system. If the system is linear, the system MTF can be obtained by multiplying the MTFs of the system’s
individual major components.

Luminance contrast

Contrast is defined as the difference in luminance between two adjacent areas. An image with low contrast will
appear washed out. There is often confusion associated with this term due to the multiple FOMs used to express
contrast (Klymenko et al., 1997). Contrast, contrast ratio, and modulation contrast are three of the more common
formulations of luminance contrast.

Confusion may result from the terminology, because different names are used for the two luminances involved
in the definitions. Sometimes, the luminances are identified according to their relative values and, therefore,
labeled as the maximum luminance (L) and minimum luminance (L, ). However, if the area at one luminance
value is much smaller than the area at the second luminance, the luminance of the smaller area sometimes is
referred to as the target luminance (L), and the luminance of the larger area is referred to as the background
luminance (Ly). The more common mathematical expressions for luminance contrast include:

C=(L,-Ly) /Ly for L, > Ly, (Contrast) Equation 4-1a

=(Ly-Ly) /Ly for Ly <Ly Equation 4-1b

= (Lmax = Lmin) / Lmir\ = (Lmax / Lmin) -1 EquatiOl'l 4-1C
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C.=L,/L, for L, > L, (Contrast ratio) Equation 4-2a
=L,/L forL <L, Equation 4-2b
= Linax / Lumin Equation 4-2¢

and

Cin= (Lmax - Linin ) / (Linax + Linin) (Modulation contrast) Equation 4-3a

=|(L¢- Ly )|/ (Le+ Ly) | Equation 4-3b

In the preceding equations, modern conventions are adopted which preclude negative contrast values. [Classical
work with the concept of contrast did not concern itself with whether the target or the background had the larger
luminance value and, therefore, allowed negative contrast values (Blackwell, 1946; Blackwell and Blackwell,
1971).] The values for contrast as calculated by Equations 4-1a and 4-1c can range from 0 to infinity for bright
targets and from O to 1 for dark targets (Equation 4-1b). The values for contrast ratio (Equations 4-2, a-c) can
range from 1 to infinity. Modulation contrast (Equations 4-3, a-b), also known as Michelson contrast, is the
preferred metric for cyclical targets such as sine waves and square waves. It can range in value from 0 to 1, and is
sometimes given as the corresponding percentage from 0 to 100. Conversions between the various mathematical
expressions for contrast can be performed through algebraic manipulation of the equations or through the use of
nomographs (Farrell and Booth, 1984). Some of the conversion equations are:

C.=(1+Cn/(1-Cp), Equation 4-4

Cu=(C.- D/(C,+ 1), Equation 4-5

C=(2 Cp)/(1 - C,) for bright targets, Equation 4-6
and

C=(2 Cp)/(1 +C,) for dark targets Equation 4-7

Available contrast depends on the luminance range of the display. The range from minimum to maximum
luminance values that the display can produce is referred to as its dynamic range. A descriptor for the luminance
dynamic range within a scene reproduced on a CRT display is the number of shades of grey (SOGs). SOGs are
luminance steps that differ by a defined amount. They are, by convention, typically defined as differing by the
square-root-of-two (approximately 1 .414).

These square-root-of-two SOGs have been used historically for CRTs, which had enjoyed a position of
preeminence as the choice for given display applications. However, within the past two decades, discrete-element
FPD technologies have gained a significant share of the display application market. Displays based on these
various flat panel technologies differ greatly in the mechanism (physics) by which the luminance patterns are
produced, and all of the mechanisms differ from that of CRTs. In addition, FPDs differ from conventional CRT
displays in that most flat panel displays are digital with respect to the signals which control the resulting images.
As a result, luminance values for flat panel displays usually are not continuously variable but can take on only
certain discrete values. (Note: There are FPD designs which are capable of continuous luminance values, as well
as CRTs which accept digital images.)
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Confusion can occur when the concept of SOGs is applied to digital FPDs. Since these displays, in most cases,
can produce only certain discrete luminance values, it is reasonable to count the total number of possible
luminance steps and use this number as a FOM. However, this number should be referred to as “grey steps” or
“grey levels,” not “grey shades.” For example, a given LCD may be specified by its manufacturer as having 64
grey levels. The uninitiated may misinterpret this as 64 shades of grey, which is incorrect. Its true meaning is that
the display is capable of producing 64 different electronic signal levels between, and including, the minimum and
maximum values, which generally implies 64 luminance levels. If one insisted on using a SOG FOM for discrete
displays, it would appropriately depend on the value of the 1st and 64th levels.

To avoid confusion, designers should limit some FOMs to either discrete or analog displays. Contrast ratio,
computed from maximum and minimum luminance, is applicable to both. The concept of SOG is most
appropriate for analog displays and can be computed from contrast ratio. The number of grey levels is most
appropriate for displays with discrete luminance steps, but additional information on how these grey levels sample
the luminance range needs to be specified.

Other contrast FOMs may still be applicable to FPDs. However, in some cases they have to be adapted to
conform to the unique characteristics of these displays. For example, because of the discrete nature of FPDs,
where the image is formed by the collective turning on or off of an array of pixels, the concept of contrast ratio is
redefined to indicate the difference in luminance between a pixel that is fully "on" and one that is "off"
(Castellano, 1992). The equation for pixel contrast ratio is:

C; = (Luminance of ON pixel)/(Luminance of OFF pixel) Equation 4-8

It can be argued that this pixel contrast ratio is a more important FOM for discrete displays. Unfortunately, the
value of this FOM as cited by manufacturers is intrinsic in nature, that is, it is the contrast value in the absence of
ambient lighting effects. The value of this FOM that is of real importance is the value that the user will actually
encounter. This value depends not only on the ambient lighting level, but also on the reflective and diffusive
properties of the display surface (Karim, 1992). Additional factors may need to be taken into consideration. An
example is the dependence of luminance on the viewing angle where a liquid crystal display’s luminance output
given by a manufacturer may only be reliable for a very limited viewing cone. Here the luminance and contrast
need to be further specified as a function of viewing angle. On the other hand, the propensity of manufacturers
sometimes to define "additional" FOMs that put their products in the best light must always be kept in mind.

The term grey scale is used to refer to the luminance values available on a display. (The term as used usually
includes available color as well as luminance per se.) Grey scales can be analog or digital. The display may
produce a continuous range of luminances, described by the shades of grey concept; or, it may only produce
discrete luminance values referred to as grey steps or grey levels. The analog case is well specified by the SOG
FOM and more compactly by the maximum contrast ratio of the dynamic range. Also the gamma function
succinctly describes the transformation from luminance data (signal voltage) to displayed image luminance. (The
MTF additionally describes the display’s operating performance in transferring contrast data to transient voltage
beam differences over different spatial scales.) In an analog image, easily applicable image processing techniques,
such as contrast enhancement algorithms, are available to reassign the grey levels to improve the visibility of the
image information when the displayed image is poorly suited to human vision. (The techniques are easily
applicable because they often simply transform one continuous function into another, where computer control
over 256 levels is considered as approximating a continuous function for all practical purposes.) Poor images in
need of image processing often occur in unnatural images, such as thermal images, and artificial images, such as
computer generated magnetic resonance medical images. Since only certain discrete luminance levels are
available in the digital case, the description of the grey scale and its effect on perception is not as simple and
straightforward as in the analog case. One would like to know if there is a simple function that can describe the
luminance scale; but one would also like to know how the function is sampled. A problem is that image
enhancement techniques may not be as effective if the discrete sampling of the dynamic range is poor. For



128 Chapter 4

example, consider an infrared sensor generated image presented on an LCD with a small number of discrete grey
levels. A contrast enhancement algorithm in reassigning pixel luminances must pick the nearest available discrete
grey level and so could inadvertently camouflage targets by making them indistinguishable from adjacent
background. Also, the original image might contain spurious edges because neighboring pixel luminance values,
which would normally be close and appear as a smooth spatial luminance gradient become widely separated in
luminance due to the available discrete levels, thus producing quantization noise (Rash, 2001).

Color contrast

Luminance differences are important in the ability to discriminate between two luminance values. However, even
where the background and target have the same luminances, images can still be discerned by color differences
(chromatic contrast). These equal luminance chromatic contrasts are less distinct in terms of visual acuity than
luminance contrasts, but can be very visible under certain conditions (Kaiser, Herzberg, and Boynton, 1971).

The sensation of color is dependent not only on the spectral characteristics of the target being viewed, but also
on the target’s context and the ambient illumination (Godfrey, 1982). The sensation of color can be decomposed
into three dimensions: hue, saturation, and brightness. Hue refers to what is normally meant by color, the
subjective "blue, green, or red" appearance. Saturation refers to color purity and is related to the amount of neutral
white light that is mixed with the color. Brightness refers to the perceived intensity of the light.

The appearance of color can be affected greatly by the color of adjacent areas, especially if one area is
surrounded by the other. A color area will appear brighter, or less grey, if surrounded by a sufficiently large and
relatively darker area, but will appear dimmer, or “more”grey, if surrounded by a relatively lighter area
(Illuminating Engineering Society [IES], 1984). To further complicate matters, hues, saturations, and brightnesses
all may undergo shifts in their values.

The use of color in displays increases the information capacity of displays and the natural appearance of the
images. CRTs can be monochrome (usually black and white) or color. Color CRTs use three electron beams to
individually excite red, blue, and green phosphors on the face of the CRT. By using the three primary colors and
the continuous control of the intensity of each beam, a CRT display can provide "full-color" images. Likewise,
FPDs can be monochrome or color. Many flat panel displays that produce color images are still classified as
monochrome because these displays provide one color for the characters or symbols and the second color is
reserved for the background, (i.e., all of the information is limited to a single color). An example is the classic
orange-on-black plasma discharge display, where the images are orange plasma characters against a background
colored by a green electroluminescent backlight (Castellano, 1992).

Full-color capability has been achieved within the last several years in most all of the flat panel technologies,
including LC, EL, LED, field emission, and plasma displays. Even some of the lesser technologies, such as
vacuum fluorescence, can provide multicolor capability. Research and development on improving color quality in
flat panels is ongoing. FOMs describing the contrast and color generating capacities of displays are an ongoing
area of development.

FOMs defining color contrast are more complicated than those presented previously where the contrast refers
only to differences in luminance. Color contrast metrics must include differences in chromaticities as well as
luminance. And, it is not as straightforward to transform chromatic differences into just-noticeable-differences
(jnds) in a perceived color space. This is due to a number of reasons. One, color is perceptually a
multidimensional variable. The chromatic aspect, or hue, is qualitative and two dimensional, consisting of a blue-
yellow axis and a red-green axis. Additionally, the dimensions of saturation and brightness, as well as other
factors such as the size and shape of a stimulus, affect the perceived color and perceived color differences. The
nature of the stimulus, whether it is a surface color, reflected off a surface, or a self-luminous color, as present in a
display, will affect the perceived color space in complex ways. Delineating the nature of perceived color space
has been an active area of research with a vast literature (Widdel and Post, 1992).
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As a consequence, there is no universally accepted formulation for color contrast. One FOM combining
contrast due to both luminance and color, known as the discrimination index (ID), was developed by Calves and
Brun (1978). The ID is defined as the linear distance between two points (representing the two stimuli) in a photo-
colorimetric space. In such a space, each stimulus is represented by three coordinates (U, V, log L). The U and V
coordinates are color coordinates defined by the CIE 1960 chromaticity diagram. The third coordinate, log L, is
the base ten logarithm of the stimulus luminance. [A concise discussion of the discrimination index is presented in
Rash, Monroe and Verona (1981).] The distance between two points (stimuli) is the ID and is expressed as:

0g /L)Y | (VU + @V)7\ Equat
= quation 4-9
1D ( 0.15 * 0.027

where L; and L, refer to the luminances of the two stimuli, and (AU) and (AV) refer to the distances between the
colors of the two stimuli in the 1960 CIE two dimensional color coordinate space.

A more recent FOM, AE (Lippert, 1986; Post, 1983), combining luminance and color differences into a single
overall metric for contrast, has been provisionally recommended for colors which present only an impression of
light, unrelated to context, only recently by the International Organization for Standardization (ISO, 1987) for
colored symbols on a colored background. It is defined as follows:

AE = (155 AL/Ly,,)? + (367 Au')* + (167 Av')? Equation 4-10

where the differential values (A) refer to the luminance (L) and chromaticity (u’, v’) differences between symbol
and background and L., refers to the maximum luminance of either symbol or background. Developing the
appropriate FOM to describe the color contrast capacities of displays is an ongoing area of development (Widdel
and Post, 1992).

Contrast and HMDs

This discussion has been general in nature. It is applicable to panel-mounted as well as HMDs. However, HMDs
introduce additional contrast issues. For example, in IHADSS, the sensor imagery is superimposed over the see-
through view of the real world. Although see-through HMD designs are effective and have proven successful,
they are subject to contrast attenuation from the ambient illumination. The image contrast as seen through the
display optics is degraded by the superimposed outside image from the see-through component, which transmits
the ambient background luminance. This effect is very significant during daytime flight when ambient
illumination is highest.

A typical HMD optical design in a simulated cockpit scenario is shown in Figure 4-15. The eyepiece optics
consists of two combiners, one plano and one spherical. Light from the ambient scene passes through the aircraft
canopy, helmet visor, both combiners, and then enters the eye. Simultaneously, light from an image source such
as a CRT partially reflects first off of the plano combiner and then off of the spherical combiner, and then is
transmitted back through the plano combiner into the eyes. If the characteristics of the various optical media are:
70% canopy transmittance; 85% and 18% transmittance for a clear and shaded visor, respectively; 70%
transmittance (ambient towards the eye); 70% reflectance (CRT luminance back towards the eye) for the spherical
combiner, 60% transmittance (ambient towards the eye) and 40% reflectance (CRT luminance) for the plano
combiner, then one can analyze the light levels getting to the eye. An analysis of this design shows that
approximately 17% of the luminance from the CRT image (and CRT optics) and approximately 25% of the
ambient scene luminance reaches the eye for the clear visor (5% for the tinted visor).
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Figure 4-15. Typical catadioptric HMD optical design (Rash, 2001).
Distortion

Distortion usually is defined as a difference in the apparent geometry of the outside scene as viewed on or through
the display. Sources of distortion in the display image include the image source and display optics (with
combiner). For see-through designs, the combiner introduces distortion into the image of the outside scene.
Distortion can exist outside the display itself, such as that caused by the aircraft windscreen. In current I* designs,
e.g., ANVIS, the fiberoptic inverter is the primary source of distortion. Wells and Haas (1992) suggest that
additional distortion can be induced in HMDs using CRTs as image sources. This distortion is perceptual and
relates to a change in the shape of a raster-scanned picture on the retina during rapid eye movements (Crookes,
1957), such as those inherent in head-coupled systems.

Distortion in CRTs is rather easily minimized through the use of external correction circuitry. The CRT image
also can be predistorted to allow for distortion induced in the display optics. FP image sources generally are
considered to be distortion free, with the display optics being the source of any distortion present in HMDs using
these sources. FP images also can be predistorted to correct for the display optics. However, this will require at
least one additional frame of latency (Nelson, 1994).

In ANVIS, the optical system can produce barrel or pincushion distortion and the fiber-optic inverter can cause
shear and gross (or "S") distortion. Shear distortion in fiber optic bundles causes discrete lateral displacements
and is known also as incoherency. "S" distortion is due to the residual effect of the twist used to invert the image,
which causes a straight line input to produce an "S" shape (Task, Hartman, and Zobel, 1993). Distortion
requirements for ANVIS are cited in MIL-A-49425 (CR) and limit total distortion to 4%. Distortion for ANVIS
typically is given as a function of angular position across the tube. Sample data from a single tube are presented in
Figure 4-16 (Harding et al., 1996).

In Crowley’s (1991) investigation of visual illusions with night vision devices, he cites examples of where
aviators reported having the illusion of landing in a hole or depression when approaching a flat landing sight.
Aviators also reported that normal scanning head movement with some pairs of ANVIS caused the illusion of
trees bending.
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Figure 4-16. Percent ANVIS distortion as a function of angular position.

In general, for monocular, as well as for biocular/binocular, optical systems with fully overlapped fields of
view, an overall 4% distortion value has usually been considered acceptable. That is, a deviation in image
mapping towards the periphery of the display could be off by 4%, providing the deviation is gradual with no
noticeable irregular waviness of vertical or horizontal lines. For a projected display with a 40-degree circular FOV
and 4% distortion, this would mean an object at the edge of the visible FOV could appear at 40 x 1.04 (41.6°
pincushion distortion) or 40/1.04 (38.5° barrel distortion). For binocular displays, differences in distortion
between the images presented to the two eyes are more serious than the amount of distortion (Farrell and Booth,
1984.) Distortion is better tolerated in static images than in moving images, and therefore is of increased concern
in HMDs.

Biocular/binocular HMDs having overlapping symbology will have to meet head-up display specifications of 1
mr or less difference between the right and left image channels for symbology within the binocular overlapped
area if the symbology is seen by both eyes. Otherwise, diplopia and/or eye strain will be induced. However, with
see-through vision, this criterion cannot be met when viewing at less than 60 meters due to eye convergence
(McLean and Smith, 1987).

When imagery is used with a minimum see-through requirement, the maximum displacement between the right
and left image points within the biocular/binocular region should not exceed 3 mr (0.3 prism diopter) for vertical
(dipvergence), 1 mr (0.1 prism diopter) for divergence, and 5 mr (0.5 prism diopter) for convergence.

Distortion can be particularly important in aviation. For example, the apparent velocity of a target having a
relative motion will change in proportion to the magnitude of the distortion (Fischer, 1997).

As an historical note, in 1988, when AN/PVS-5's were still the most common I* system, a number of reports
from National Guard units surfaced regarding "depression”" and "hump" illusions during approaches and landings
(Markey, 1988). Suspect goggles were obtained and tested.

The final conclusion was that the distortion criteria were not sufficiently stringent. Based on testing, a
recommendation was made to tighten both shear and "S" distortion specifications. Distortion requirements
generally apply to single tubes. However, distortion differences between tubes in a pair of NVGs are more
important. In fact, care should be taken to match tubes in pairs based on other characteristics; e.g., luminance, as
well as distortion.

Display Technologies
While each component in an HMD design is important and plays a vital role in the design’s success or failure, it is

easily argued that the image source component deserves special consideration. The selection of the image source
has the largest impact on the quality of the image presented to the user.
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The past several years have witnessed rapid emergence of a number of new candidate display technologies,
each vying to replace the venerable CRT. Each of these new technologies has unique advantages and limitations
(Table 4-2). In 1991, in order to address the need for miniature displays based on these new technologies, the
Defense Advanced Research Projects Agency (DARPA) established a head-mounted display initiative as part of
their High Definition Systems Program (Girolamo, 2001). The goals were to investigate and develop new display
technologies that would overcome the limitations of CRTs and satisfy Department of Defense (DoD) needs for
improved HMDs. At that time, the technologies selected were Active-Matrix Electro-Luminescent (AMEL) and
Active-Matrix Liquid Crystal Display (AMLCD) as the most promising candidates. AMEL and AMLCD are two
examples of a larger group of display technologies often referred to as Flat Panel Display (FPD) technologies.
This label is somewhat inaccurately used to refer to the relatively thin profile, flat-face characteristics of displays
employing these technologies. With the additional attributes of low-heat output, low-weight, and low-power
consumption, this class of displays is especially attractive to HMD designers, as well as to users, such as the
military, who operate in highly constrained physical environments.

Critical parameters

The role of the image source is usually two-fold. In most HMD applications, it is called upon to reproduce the
picture of the outside scene for viewing by the user. In addition, the image source is used to display a range of
symbology sets that represents such information as vehicle status, targeting reticules, fire-control (weapons)
status, and map overlays. To perform these functions in a helmet-mounted configuration, the image source must
meet a number of essential requirements that include:

Sufficiently small physical dimensions
Minimum weight

Adequate image resolution

Sufficient luminance

Low power consumption

Size and weight

The physical dimensions of the image source need to be of appropriate size for head mounting; the optimal image
plane diameter (or larger linear dimension) is 1 inch. This small size is required because in most HMD designs,
the image source is collocated on the helmet and contributes to the head-supported weight (mass).

In the earliest HMD systems, the only production-available image source was the CRT. CRTs were notorious
for their size, weight and power consumption, directly in opposition to virtually all of the requirements cited
above for use in an HMD. This factor was a major driver in the development of miniature CRTs with diameters in
the Y- to 1-inch range.

Resolution

In any system, there is a weakest link (limiting factor). In imaging optical systems that are intended to reproduce
details (resolution) of an outside scene and where this reproduced image is to be viewed by humans, it is desirable
that the limiting factor be the human eye. Such a system design is said to be eye-limited. The reason for this
viewpoint is that the human eye is the only component that cannot be improved. While this may no longer be
rigorously true due to the development of wave front-guided laser surgery techniques, it remains an acceptable
rule-of-thumb.
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Table 4-2.

Summary of display technologies with advantages and disadvantages.

Category Technology Advantages Disadvantages
Excellent resolution Bulky, heavy, high
High conversion power requirements
2 efficiency Magnetic field
[= Infinite addressability | sensitivity - shielding
c CRT ;
© Mature, well-known required
¢'}; technology Limited availability/
suppliers
High voltage (8-12 kV)
Rugged Full-color problematic
Wide viewing angle High voltage (80V)
EL & AMEL Fast response time drivg
Limited
availability/suppliers/
developers
High luminance Technology maturity
High conversion High voltage (similar
efficiency to CRT)
FED Uses CRT Complex fabrication
g phosphors process
@ Long-.term reliability
E questionable
1T Low cost High power
x Full-color available requirement
= LED Lambertian emission | Applications centered
= . o
= arpgnd |]Ium|nat|on
Miniaturization/array
fabrication challenges
High luminance Limited resolution
Wide viewing angle Full-color problematic
VFD High efficiency Miniaturization
Rugged, automotive | challenges
use
High efficiency Miniaturization
PDP Full-color challenges
High voltage drive
Low power/voltage Differential aging
operation Limited
OLED Video speed availability/suppliers/
available developers
Full-color
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The ability of a display to reproduce fine details is expressed by its resolution (the number of picture elements
[pixels] producible along the vertical and horizontal dimensions of the image source). The definition of resolution
depends on the class of image source technology. Virtually all image sources can be classified as matrix (discrete)
or scanning. Most CRTs and some laser sources are classified as scanning sources, where the image is produced
in a raster mode. A raster image is formed by moving a beam (of electrons or light [photons]) in a vertical series
of horizontal lines. As a result, the image has a vertical resolution defined by the number of raster lines and a
horizontal resolution defined by the bandwidth of the electronics and spot size of the electron or laser beam. CRT
technology is very mature and historically has provided excellent resolution. Until the last decade, a CRT display
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Table 4-2 (continued).
Summary of display technologies with advantages and disadvantages.

Full-color Limited temperature
Good image quality range — heater
Video speed required
¢ AMLCD available Contrast drop at high
B Well established temperature
g display technology Low transmission
I} efficiency
§ Low cost Low resolution
= Simple design Slow response —
Passive LCD causes smear
Low multiplex
capability
High illumination Response time in
efficiency single panel
4 LCOS configuration may
g cause smear
‘e Fast switching, no Limited
1T smear availability/suppliers/
s |2 FLC High illumination developers
z © efficiency Limited temperature
= Potential for lower range
& system cost
Volume production High altitude (low air
High luminance for pressure) operation is
projection problematic
DLP/DMD Good image quality
(High contrast ratio)
All-digital interface
High luminance Costly
2 Wide color gamut Challenging packaging
E RSD Infinite addressability | and ruggedization
3
n

had a preset fixed resolution. Most modern CRT displays are capable of adjusting the electron beam so as to
provide multiple resolutions. Miniature CRTs are very specialized, have limited applications and limited
availability. Military applications were a primary driver for miniature CRTs that were developed in Y-, %-, and 1-
inch diameter sizes. A comparison of the characteristics of the various size tubes showed that the 1-inch tube
offers the best raster imagery resolution and luminance (Levinsohn and Mason, 1997). A representative resolution
of 1-inch tubes is of the order of 800 x 600. The [HADSS used on the AH-64 Apache uses a 1-inch CRT.

The development of the miniature CRT was an engineering achievement. However, even in its reduced format,
the miniature CRT still has a weight, volume and power consumption footprint that challenges its choice as an
image source for HMDs.

Fortunately, the 1980s brought a new class of image sources: discrete image sources. There are a number of
matrix display technologies, collectively referred to as FPDs. These technologies include liquid crystal (LC),
electroluminescent (EL), and light-emitting diodes (LEDs). Regardless of technology, a unique property of this
class of displays is that they have individual pixels arranged in a matrix. Resolution for matrix-type or pixelated
displays usually is given as the number of columns (horizontal pixels) by the number of rows (vertical pixels). As
an example, a display with a stated resolution of 480 x 234 has 112,320 pixels arranged in 480 columns and 234
rows. The electronic industry has established specifications for specific standard resolutions. These include Super
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Extended Graphics Array (SXGA) and Ultra Extended Graphics Array (UXGA). The SXGA specification has a
1280 x 1024 resolution; UXGA refers to a resolution of 1600 by 1200. Older, and lower, specifications of Video
Graphics Array (VGA) and Super Video Graphics Array (SVGA) are most often used as a reference resolution.
However, QVGA, having the lowest resolution of 320 by 240, is a popular display most often seen in mobile
phones, Personal Digital Assistants (PDAs), and some handheld game consoles. Table 4-3 presents the resolution
(in pixels horizontally by pixels vertically) for the more conventional specifications.

Ideally, for an optical system such as an HMD not to be display-limited, the image source should be capable of
a resolution that meets or exceeds that of the human eye. For the normal human eye with a visual acuity of
between 1-1.5 arc minutes and for an optimistic FOV as large as 120° (comparable with the horizontal extent of
human vision), the resolution required is of the order of 4,800 horizontal pixels per display width; this exceeds by
far the capability of current technologies. A more realistic FOV is 40°, requiring a resolution of 1600 pixels along
the axis of the image source; this is equivalent to the UXGA specification.

Table 4-3.
Standard resolution specifications for matrix displays.
Specification | Resolution (H x V)
QVGA 320 x 240
VGA 640 x 480
SVGA 800 x 600
XGA 1024 x 728
SXGA 1280 x 1024
UXGA 1600 x 1200
HDTV 1920 x 1080

Figure 4-17 shows the required FOV of a display for a given number of pixels and at a pre-determined angular
subtense of an individual pixel. For example, the very common SXGA resolution display at 1.5 arc minutes per
pixel will only cover a FOV of the order of 30°, much lower than the unaided FOV of human vision.
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Figure 4-17. Resolution as a function of number of pixels and FOV (Melzer, 1997). When
using this graph for imagery and it is assumed that the sensor has as many or more
lines/pixels than the display, the resolution will be affected by the Kell factor of approximately
0.7. This means the effect number of lines of resolution is reduced by a factor of 0.7, e.g., a
1000-line or pixel display has an effective resolution of 700 lines or pixels.
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Luminance

Until lasers could be packaged in a form making them useable in HMDs, image source luminance rivals
resolution as the most important parameter. The image produced on the face of the image source has to
successfully overcome the transmission losses incurred as the image’s light rays traveled through the optics into
the eye. More challenging are see-thorough HMD applications where the image luminance is required to be
effectively viewed against the ambient light level of the outside world; the luminance needed for see-through
HMD configurations is a strong function of the background luminance (up to 10,000 foot-Lamberts (fL) for white
clouds). See-through HMDs intended for day use, require the addition of a tinted visor to reduce the level of the
background luminance at the eye.

The concept of attaching a luminance value to a display image source is misleading. Melzer and Moffitt (1997)
describe two luminance values that may be used to specify needed image source luminance: peak luminance and
average luminance. Peak luminance is the maximum luminance that can be achieved (given maximum input).
This can be defined as on-axis or off-axis for a given display source. A specification for peak luminance is
recommended when symbology only is displayed (i.e., no imagery). In applications that do present scene imagery,
an average luminance across the image source is recommended. Average luminance will be less than any peak
luminance present in the scene and its value will depend on the content of the scene. To allow comparison
between several image sources, the average luminance should be based on a universal test pattern, preferably one
with both high and low spatial frequencies.

Power consumption

In vehicular HMD applications or other applications where on-site power is available, power requirements are less
of an issue than for ground applications where the Warfighter must carry his power requirements with him in the
form of batteries. However, even when on-site power is available, the HMD designer cannot be given carte
blanche not to optimize power consumption for the image source or other HMD components.

Fortunately, the FPD technologies have greatly reduced the image source power requirements. Nonetheless,
with regard to image source power consumption, two main factors still place constraints on the amount of power
that can be made available in an HMD design:

e The more power consumed by an image source, the greater the heat generation. Because of the great
need to reduce head-supported weight, standard mechanisms for effective heat removal — addition of
a heat sink and/or a fan — are not viable options.

¢ In self-contained ground applications, battery power availability for man-wearable systems is limited.

Display technology classification

All display technologies are generally classified as emissive (light generators) or non-emissive (light modulator)
based on their capability to either create their own light or the need to operate by modulating the transmission
and/or reflection of an independent external light source. This classification and the subcategories of displays are
presented in Figure 4-18. Both emissive and non-emissive displays can be further categorized as discrete (matrix)
or scanning displays (Table 4-2).

Emissive displays
The underlying mechanism of emissive displays is that they emit visible light in response to some excitation

action. Most emissive display technologies employ a phosphor material as the source of the visible light. These
include CRTs, vacuum fluorescent displays (VFDs), electroluminescent (EL) displays, and white light-emitting
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diodes (LEDs) that use a phosphor coating to achieve white light output (Hur and Pham, 2001). Various LED and

plasma technologies also are classified as emissive displays but use other mechanisms for light production.

Display Technologies
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Figure 4-18. Classification of display technologies.

A phosphor is an inorganic chemical compound designed to emit visible light (fluorescence) when excited by
ultraviolet radiation, x-rays or an electron beam. The amount of visible light produced is proportional to the
amount of excitation energy. If the fluorescence does not terminate when the excitation energy stops, but instead
decays slowly after the excitation energy is removed, the material is said to be phosphorescent. Succinctly,
fluorescence occurs only during the period that the phosphor material is being excited and ends within
approximately 0.01 microseconds after the termination of the bombardment (Farrell and Booth, 1984).
Phosphorescence may persist over periods extending from a fraction of a microsecond to hours. By consensus,
phosphors are designated by the letter “P” and a number, e.g., P1, P45, and P104. Each designation defines a
specific chemical composition and a set of performance characteristics.
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The first phosphor was created by an Italian alchemist, Vincenzo Cascariolo, in 1603, as a result of his research
into transmutation of materials (Keller, 1997). This is considered by some historians to be the single most
important discovery in inorganic luminescence and has become the primary basis for image production.

Phosphors have three performance characteristics that impact their selection for a specific display application:
spectral distribution, luminous efficiency, and persistence (Rash and Becher, 1983). The spectral distribution of a
phosphor is important in transferring display luminance to the eye. The eye’s photopic (daytime, >1 fL) response
peaks at approximately 555 nanometers (nm), which is in the green region of the visible spectrum. [The eye’s
nighttime (scotopic response) peaks at approximately 507 nm.] It is not coincidental that many phosphors
employed in displays have a green or greenish yellow color (Rash, 2001) (Figure 4-19). For example, fielded
ANVIS uses the P20 (older) or P22-Green phosphors; IHADSS uses the P43 (which is being fielded for ANVIS
use also) and the now cancelled HIDSS planned to use P53 (Green). It is important to know that many phosphors
have more than one peak wavelength. For example, P43 has three peaks (blue, red, and green). As for the
phosphor employed in the [HADSS’ miniature CRT, filters are used to suppress the unwanted red and blue side-
lobe wavelengths.
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Figure 4-19. The human eye’s photopic (day) and scotopic (night) response curves.

Luminous efficiency

The necessity to use an optical filter in the IHADSS P43 CRT means that a proportion of the phosphor’s
luminous (light) output is wasted. This leads to the second important characteristic of phosphors, luminous
efficiency. Luminous efficiency is defined as the ratio of the energy of the visible light output to the energy of the
input signal. It is expressed in units of lumens per Watt (Im/W), a ratio of visible light (in lumens) to the input
power (in Watts).

Since power consumption is an important concern, the more efficient the image source (with respect to its light
production mechanism) is at changing input power into light, the more acceptable the source will be to an HMD
design. In addition, the more efficient an image source is, the more light it will produce for a given input power.
Therefore, for a given transmission loss in the relay optics, the more efficient the image source will be and the
greater the amount of light that will be delivered to the viewer’s eye(s).

The persistence of a phosphor, defined as the time required for a phosphor’s luminance output to fall to 10% of
its maximum, is the major factor in the dynamic or temporal response of the display. In the military aviation
environment, the temporal response of the total imaging system (sensor, display, and associated electronics) is
especially critical in pilotage and target acquisition tasks (Rash and Verona, 1987). The loss of temporal response
will result in a degraded modulation contrast at all spatial frequencies (but with greater losses at higher
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frequencies) (Rash and Becher, 1982). The consequence of the loss of contrast at the higher frequencies is that
fine details (e.g., wires, tree branches) in the scene will not be present in the image viewed by the pilot or by any
user in other applications.

Non-emissive displays

As the name implies, non-emissive displays do not generate light by themselves, but rather act as a light valve for
an external light source. They may be reflective, in which case the light source is located on the front side of the
display, or transmissive, in which case the light source is placed behind the display, or a combination of both
(transflective). In each case, the display pixels act as individual (discrete) light switches. For a reflective display,
the switch behaves as a mirror, directing the light toward the observer during the ON time and away from the
observer during OFF time; for a transmissive display, the light switch becomes a shutter, open (transparent)
during the ON time and closed (opaque) during the OFF time.

Examples of reflective displays include liquid crystal on silicon (LCOS) and digital micro-mirror displays
(DMD). The optical design for reflective displays is more demanding. This is because during pixel-off-time, light
is either scattered, or absorbed, or redirected away from the light path to the eye. Consequently, greater care must
be taken in the design in order to prevent stray light from reducing contrast. In terms of advantages, this category
of displays presents:

e  Increased pixel aperture fill factor - results in smaller pixels and higher density (each pixel drive can
be hidden under the pixel itself, behind the reflective layer).
e  Increased luminance - reflection coefficient of the order >70%.

Transmissive displays require rear illumination but potentially can provide higher luminance. Their
disadvantages are mostly related to their need for a backlight; these include greater power consumption, increased
weight and volume, and heat generation. The best known example of this category is the AMLCD.

The example display technologies cited above are just a few of the many available to the HMD designer. All of
which will be discussed fully in the following sections.

Pixel method of classification

An alternative method for classifying FPDs is by the number of pixels generated simultaneously (Figure 4-20)
(Powell, 1999). Using this approach, the following classifications are used:

e Matrix display — All pixels are generated independently and are directly addressable. These
displays usually have a large number of pixels, from several thousand to more than a million. See
Figures 4-21 and 4-22 for illustrations of various display designs having a matrix structure.

e Line display — All pixels of one display line (x-dimension) are generated independently and are
directly addressable; the line is scanned in the y-dimension. Some position feedback mechanism is
required by the display generator to update the display drive according to the instantaneous
location in y-direction of the display.

o Single pixel display — Only one pixel (a beam) is generated. Two-dimensional (2-D) scanning
mechanisms position the beam in both the x-, and y- dimensions. As in the line display case,
positional feedback mechanism is required by the display generator in order to update the drive
according to the instantaneous location of the beam. See Figure 4-23 for illustrations of single
pixel structures. A typical CRT display is an example.
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Figure 4-20. Pixel method of display classification (Urey, 1999).

Chapter 4

The matrix and the scanning implementation will be discussed in greater detail in following sections.
Technologies based on scanning in one dimension use a linear array of about 10° pixels and can provide high
resolution and good image quality. However, a correlation of pixel variations in the scan direction leads to more
stringent luminance matching conditions than for the matrix approach. Successful applications such as fax
machines, document scanners, and cameras demonstrate that these problems can be overcome but at the cost of
speed and complexity. Consequently, the speed of the transport mechanism and the size of the pixels limit this
approach for HMDs.
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Light generation method of classification

It is useful and interesting to further investigate the mechanisms used by the various display technologies to
generate light. Such an investigation provides a third possible classification approach, effectively a combination
of the first two (Ferrin, 1997). For the emissive (self-contained) displays, the mechanisms include
phosphorescence (CRT), electroluminescence (AM and AMEL), field emission (FED), fluorescence (VFD), or
gas discharge (Plasma). Both the reflective and transmissive displays depend on an external light source that is
selected based on system performance requirements. These mechanisms of light generation are summarized in
Table 4-4 and more fully discussed in subsequent sections.

Major display technologies

In the following sections, each of the major display technologies is briefly reviewed. The information presented is
intended to provide the reader with an overview of the most dominant display technologies available for HMDs.
Those described are not all inclusive. Even within each major category, it is difficult to accomplish more than to
provide a snapshot of the individual technologies as their development is still in flux. For more in-depth
discussions of these technologies, readers are encouraged to consult more dedicated resources (e.g., Castellano,
1992; Keller, 1991; Kalinowski, 2004; Sherr, 1993; Tannas, 1985; Wu, 2001; Wu and Yang, 2006; Yeh, 1999).

Cathode-ray-tubes (CRTs)

The cathode-ray-tube (CRT) was invented by German physicist Karl Ferdinand Braun in 1897. In its simplest
form, a CRT is an electron vacuum tube with an electron source (cathode) at one end and a phosphor screen at the
other, usually with internal or external means to accelerate and deflect the electrons (Keller, 1991) (Figure 4-24).
Figure 4-25 presents a typical CRT electron source, referred to as an electron gun. The CRT ranks near the top for
luminance, resolution, flexibility in addressability. It ranks at the bottom on size (primarily depth), weight, high
anode voltage, power requirements and heat generation. High performance miniature (< 1 inch diameter)
monochrome CRTs have been developed for HMD applications. Some of the requirements and design trade-offs
for an HMD-designed CRT are summarized in Sauerborn, 1995.

Cathodes
Thermionic cathodes use heat to generate electrons from a solid material and come in two main categories:

e Oxide (film) cathodes of the traditional “RCA-design,” consisting of a thick (25 um to 50 pum) film
layer of mostly a mixture of barium, calcium and strontium oxide on nickel, operating at 750°C to
800°C, or

e Barium oxide (BaO) cathodes deposited on tungsten that operate at slightly higher temperature (900°C
to 1000°C). The major limitation of oxide cathodes is that average current density is limited to about 1
Ampere per square-centimeter (Amp/cm’). The anticipated lifetime of a standard oxide cathode when
loading increases to 2 Amp/cm’ drops to less than 10,000 hours (Falce, 1992).



Chapter 4

142

s O
[erodwa, Terodwa], wsTueyow
Teumed | NSBIAL stoydsord 010
ST T0]O)) Tenedg MOPEYS 10[00) 10190
Tenedg reroduway, spoued ¢ [eroduray, Tenedg Tenedg
(@at| @os) | wEemm wieaq SN

“IH) NEIoeg | weaq reseT s ‘dure | s ‘durey tonoary | stordsoryg | 22O WYSTT
euIse[ g
AO'INV ABITY (TH'T
dOT oHete N asd SO0T do1d daNdad 19D TH THINY

(Surtniesg) (Burtmresg) 2.1N)N.0NS
XTLTRA] [exIJ o[8tng NITJRA] XTIRTA] [XIJ o[5uIg XITETA]
JAISSTWISUR.L ], SANIIPY IAISSTUI

'9|qe} Alewwing :wsiueyoaw Hunelasuab abew|

v-¥ |lqel




Visual Helmet-Mounted Displays 143

Zilicon Substrate Pixel
Ditivers

Insulator

Phosphor (F G B)

Transparent Layer

Light Cnat

Backlighting Unit

Rear Polarizer

Front Polarizer

= Color Filter R, G, B)

ame_—
-

Light Out
Figure 4-21. lllustrations of various matrix structure displays: Emissive Display:iMatrix Structure

(OLED, LED Array, VFD, EL, AMEL) (top) and Transmissive Display: Matrix Structure (Nematic
LCD, AMLCD) (bottom).

Volumetric cathodes are used when higher average current density emission is needed. Originally developed by
Philips in 1940’s, the emission mechanism differs significantly from that of oxide cathodes. In this latter case, the
extraction mechanism of electrons from the outer orbit of an atom is brute force heat. In the case of a barium-
activated metal surface, the positively charged barium and the negatively charged oxygen create an electric dipole
acting as an extracting grid assisting with electron extraction (Falce, 1992). Volumetric cathodes come in two
designs: dispenser and reservoir.

e Dispenser cathodes employ a porous tungsten matrix and come in two varieties: impregnated and
reservoir. Impregnated dispenser cathodes have a barium compound in the pores of the matrix. When
the cathode is heated, this barium compound interacts with the tungsten and releases free barium that
coats the surface. Typical average current density from an osmium-coated impregnated cathode
operating at 980°C may reach 4-5 Amps/cm’. For comparison purpose, the anticipated lifetime of a
dispenser cathode under 2 Amp/cm’ load exceeds 50,000 hours (Falce, 1992).

e Reservoir cathodes are more difficult to build, but they last longer and can be pushed to higher
emission currents. Current densities of 100 Amps/cm® have been achieved in the laboratory. A
reservoir cathode has a “reservoir” of barium emission material behind the tungsten matrix. When
heated, the barium comes out of the reservoir, infiltrates through the matrix and coats the forward
surface.
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Figure 4-22. lllustrations of various matrix structure displays: Reflective Display: Matrix
Structure (DMD, FLCD) (top) and Reflective Display: Matrix Structure (LCOS) (bottom).

The majority of the CRTs used in HMDs employ the dispenser cathode type.

Phosphors

After emission from the cathode, the electron beam is accelerated towards the phosphor screen. The beam is
deflected to strike on the desired position on the phosphor screen by a magnetic field. This field is generated by a
deflection yoke that has separate sets of coils for horizontal and vertical deflection. The beam deflection
amplitude is controlled by the intensity of the magnetic field, which is in turn controlled by the current injected in
the coils. When the beam electrons impinge upon the phosphor screen, the phosphors grain (particle) at that
particular location emits light by converting the kinetic energy of the electron to photons, i.e., the photoelectric
effect.
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Figure 4-23. lllustrations of various single pixel structure displays: Emissive Display:
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Figure 4-24. Diagram of a typical CRT (Fujioka, 2001).
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Figure 4-25. Photograph of a CRT Electron Gun. ( Source: Wikipedia)

In general the phosphor is an inorganic crystal with grains (particles) of around 7 to 10 um in size.
Characteristics of the major phosphors used for CRTs employed in HMDs are listed in Table 4-5.

Phosphor persistence classification is based on the time required to decay to 10% of peak luminance (Figure 4-
26):

» Very long: 1 sec and longer

= Long: 100 msto 1 sec

= Medium: 1 ms to 100 ms

= Medium short: 10 usec to 1 ms
= Short: 1 psec to 10 psec

= Very short: less than 1 psec

MEDIUM LON
100 — SHORT 100 100 G
P24 P43 P12
DATA FROM MAY ANODE VOLTAGE=15 KV ANODE VOLTAGE 3.0 KV
1955 REGISTRATION ANODE CURRENT=5 pa ANODE CURRENT 1.5 ya

Relative Brightness Percent of Maximum
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Figure 4-26. Typical decay curves for short, medium, and long persistence
phosphors.

Spectral distribution

Spectral distribution refers to the wavelengths for which the phosphor emits energy. Knowledge of this
distribution is essential in order to optimize the HMD display for good day-time performance. The photopic
response of the human eye peaks at about 555 nm (Figure 4-19). For a phosphor such as P43 and P53 (Figure 4-
27) that have the majority (>70%) of their energy concentrated in a narrow band, a matched notch optical filter is
needed to allow most of the phosphor light to pass but reject the rest of the visible spectrum thus producing an
improvement in the display contrast ratio.
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Fiber-optic faceplate

The last surface on the CRT that the light must traverse is known as the faceplate. A plain-glass faceplate on a
CRT can cause spurious screen illumination due to internal reflections caused mainly by halation and chromatic
aberrations. The halation mechanism is shown in Figure 4-28. When the electron beam strikes the phosphor layer,
light rays enter the glass faceplate at various angles. Rays striking the glass above the critical angle are reflected

internally back to the phosphor layer generating spurious light. This increases the effective spot size, leading to a
reduction of CRT resolution.
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Figure 4-27. P53 Phosphor spectral characteristics.
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Figure 4-28. Halation in plain-face faceplates in CRTs (Fujioka, 2001).
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Replacing the solid glass faceplate with a fiber-optic faceplate eliminates both the halation and any chromatic
aberrations. A fiber-optic faceplate is a coherent array of millions of optical-fiber waveguides per square inch,
each having a diameter of 3 to 10 um. It acts as an image plane transfer device — an image entering one surface
exits as an undistorted digitized image regardless of the shape of the optics itself (Cook and Patterson, 1991).
Typically the fiber-optics used have the same coefficient of thermal expansion as the CRT glass, which allows
them to be fused directly to the CRT. They are curved on the inside to match the deflection angle of the tube and
are flat on the outside. This eliminates the need for dynamic focusing of the electron beam. Fiber-optic faceplates
were originally introduced in night vision goggles as the substrate for the phosphor screen at the viewer’s end.

Color CRT

The quest for color is fundamental for any display technology. Large-size CRTs achieved full-color capability
early during the technology development process using a shadow-mask located in front of the phosphor deposited
in a red (R), green (G), and blue (B) pattern, splitting each individual pixel into three subpixels placed so closely
that the eye cannot distinguish among them. The shadow mask is a metal plate (e.g., invar [a nickel steel alloy])
that effectively ties each of the three electron guns (beams) to one phosphor spot (consisting of three color
subpixels) only (Figure 4-29). Driving each color gun with video information pertaining to that particular color
for each phosphor spot produces three color pictures in the fundamental colors. The eye spatially integrates the
three pictures into one full-color picture.

Currently, the shadow mask technology though is limited to above-medium-size CRTs; also the packaging of
the three electron guns and the convergence of three electron beams is difficult to achieve in a CRT smaller than 5
inches (12.7 cm) diagonal (Sherman, 1995).

Field-Sequential Color (FSC) bridges the gap between the capabilities of monochrome CRT and the need for
color. Compared to the shadow mask approach, which creates color spatially, FSC produces color temporally.
The video information is generated on a frame-by-frame basis, each frame successively of R, G, B colors, that are
displayed in time sequence. If the fields are refreshed fast enough, above the critical flicker frequency of the
human visual system (>30 Hz), the viewer integrates the individual fields into a full-color picture. This is the
same principle used by the movie industry to create motion from blending a rapid sequence of still images.

Practical implementation consists of a monochrome, white-phosphor CRT with a broad emission spectrum and
an electronic-controlled switched color filter on the faceplate. It is interesting to note that earlier color TV designs
of the 1940’s briefly toyed with a mechanical color-filter wheel rotated in front of the tube — however the
commercial implementation was challenging, and eventually the shadow mask won the competition for the large,
direct-view color CRTs. Unfortunately the shadow mask approach is unsuitable for miniature CRTs, so that need
was not properly addressed. One solution was provided by Tektronix in the 1980’s. Tektronix developed a Liquid
Crystal Shutter (LCS) based on pi-cells that make use of a nematic LC wave plate (polarization retarder) (Bo,
1984). This provides a totally solid-state solution to the color shutter. Unfortunately the LC Shutter transmittance
efficiency is quite low (less than 10%) is typical, which limits the LCS use to low-ambient luminance level.

A second major limiting factor of shutter technology in FSC displays is the presence of visual artifacts. Among
these artifacts is flicker sensitivity creating a color break effect associated with rapid head and/or eye movement,
which is universally present in military aviation applications. The flicker sensitivity is associated with eye
movement. Actual eye movement can be divided into smooth pursuit, with the maximum velocity of 20 to 40
degrees/second, and saccade movements, with the velocity of 300 to 500 degrees/second. Flicker sensitivity was
also shown to have a color dependency, with green areas being most sensitive to flicker (at around 150 Hz) and
with lower sensitivity for red (around 30 Hz) and blue (around 35 Hz) (Yamada, 2000). A comprehensive
overview of flicker sensitivity and other FSC display visual artifacts can be found in Mikoshiba (2000).
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Figure 4-29. Diagram of shadow mask operation (Fujioka, 2001).
Plasma

Plasma display panels (PDPs) are emissive, producing light when an electric field is applied across an envelope of
gas. Initially, plasma displays were monochrome, limited to only a few colors. However, in recent years, full-
color plasma displays have become rather commonplace.

Color PDPs have a simple construction, basically consisting of two thin sheets of glass separated by a few
hundred microns. The space between the sheets of glass is filled with cells containing rare gases (e.g., xenon or
neon). Each cell is coated on the bottom in red, green or blue phosphor. Electrodes can be found at the top and
bottom of each sheet of glass, or "substratum" (Figure 4-30).

Plasma generates light when an electric field is applied to selected cells (depending on the image) across the
gas-filled sachet. Gas atoms are ionized and emit photons when returning to the unexcited state. Plasma
technology is most effective for large-area, direct-view displays. It is unlikely that plasma technology will find its
way in the HMD application in the near future.

Vacuum fluorescent

Vacuum fluorescent displays (VFDs) (Figure 4-31) are flat vacuum tube devices that use a filament wire, control
grid structure and a phosphor-coated anode. They are emissive displays. The monochrome zinc oxide and zinc
(ZnO:Zn) phosphor of the vacuum fluorescent displays is very efficient and well proven in automotive
applications for both text and graphics. VFDs use a wire filament and a phosphor-coated anode. Active matrix
addressing has been demonstrated experimentally.
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Figure 4-30. Operation of a plasma display (Fujioka, 2001).
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Figure 4-31. Operation of a vacuum fluorescent display (Source: Futaba)

VFD main advantages are:

Wide temperature range: -40°C to +85°C

Wide viewing angle with uniform luminance across the display (no hot spots)
High multiplexing is possible without viewing angle reduction

Long lifetime and reliability.

However, this technology is mostly applicable to direct-view panels and to date has shown little potential for
HMD applications.

Field emission

The emissive Field Emission Display (FED) uses a matrix of point emitters (electron sources) that can be
individually addressed (Spindt et al., 1976). Field emission refers to the emission of electrons from the surface of
a conductive substrate in a vacuum under the influence of a strong electric field. Light is generated when the
electrons strike a phosphor screen. In a sense each pixel acts as a miniature electron gun for its own phosphor dot
(Figure 4-32).
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Figure 4-32. Operation of a Field Emission Display (Pixtech, Inc.).

However, high luminance is achieved only with an anode voltage in the order of 10kV to allow the use of
traditional CRT phosphors; this is one of the remaining fundamental system problems. Both full-gray scale
monochrome and full-color FEDs have been developed.

In the late 1990s, this technology seemed destined to succeed big in the marketplace; the thrust on this
technology has returned to the research laboratories and is mostly focused on a) improvements in low-voltage,
high-efficiency phosphors (Kim, 2000) and b) reliability of the field emission sources, whether from randomly
orientated carbon nanotubes (Wang, 1998) or other technology. Another major hurdle for FEDs is the continuing
drop in cost of competitive LCDs.

For further information and in-depth research results on phosphors, readers are encouraged to visit the
Phosphor Technology Center of Excellence (PTCOE), operating under the Advanced Technology Development
Center of Georgia Institute of Technology at the web address: http://www.ptcoe.gatech.edu.

Electroluminescence (EL)

The mechanism of electroluminescence (EL) is the non-thermal conversion of electrical energy (electric current)
into luminous energy (light). In EL devices light is generated by impact excitation of a light emitting center
(activator) by high energy electrons in materials like ZnS:Mn (Figure 4-33).
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Figure 4-33. Diagram of electroluminescence operation (Source: Planar Systems, 1998).

Due to their compact, self-emissive, low power and weight, and rugged characteristics, EL displays are well
suited for HMD applications, in particular for wearable applications. However, the luminance output of these
displays is insufficient for avionic applications. To generate higher resolution in a small package the driver
electronics was integrated onto the wafer that forms the substrate for the display, with the light-emitting structure
on top. The Active Matrix EL (AMEL) thus created overcomes size limitations of the traditional technology.
AMEL displays with up to 1000 lines-per-inch (LPI) of resolution have been demonstrated (Khormaei, 1994;
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1995). Using silicon on insulator (SOI) wafers to improve driver isolation (80 VAC is required for pixel drive)
had enabled fabrication of 2000 LPI test devices (Arbuthnot, 1996).

One of the most challenging tasks for the EL technology is achieving full-color. The blue phosphor in
particular has low efficiency; this is still work in progress. EL displays also have been employed as backlights for
non-emissive displays, e.g., liquid crystal displays. A comprehensive history of evolution of the EL technology is
presented in Krasnov (2003).

Light-emitting diode (LED)

LEDs have been around since the 1950’s. Their operation is based upon semiconductors of two types: p-type or n-
type, depending upon whether dopants pull electrons out of the crystal, forming "holes", or add electrons,
respectively. An LED is formed by p-type and n-type joining the two materials. When a voltage is applied to the
junction, electrons flow through the structure into the p-type material, and holes appear to “flow” into the n-type
material. An electron-hole combination forms, releasing energy in the form of light. This is a very efficient
electricity-to-light conversion mechanism.

LED displays can range from a single status indicator lamp to large-area x-y addressable monolithic arrays.
Fabrication of high-density arrays as required for high resolution HMD display panels is challenging; they suffer
from optical cross-coupling, mechanical complexity and heat transfer limitations. However, the high light
generating efficiency of LEDs makes them very effective as backlights for other non-emissive displays.

Organic light-emitting diode (OLED)

One emissive FP technology that has made great progress in the past decade is the organic light-emitting diode
(OLED). This technology uses a wide class of organic compounds, called conjugated organics that have many of
the characteristics of semiconductors. They have energy gaps of about the same magnitude, they are poor
conductors without dopants, and they can be doped to conduct either by electrons (n-type) or holes (p-type).
Initially, these materials were used as photoconductors, to replace inorganic semiconductor photoconductors, such
as selenium, in copiers. In the 1980’s, it was discovered that, just as with crystalline semiconductors, p-type and
n-type organic materials can be combined to make LEDs when an electric current passes through a simple layered
structure.

OLEDs are devices that sandwich carbon-based films between two charged electrodes (usually glass), one a
metallic cathode and one a transparent anode. When voltage is applied to the OLED cell, the injected positive and
negative charges recombine in the emissive layer and generate electroluminescent light.

A typical OLED of the Eastman Kodak Company variety (and practically all OLED manufacturers have
licensed Eastman Kodak patents for the technology) is formed by starting with a transparent electrode, which also
happens to be a good emitter of holes, e.g., indium-tin oxide (ITO). The ITO electrode is covered with a thin layer
of copper phthalocyanine, which passivates the ITO and provides greater stability (Figure 4-34. Then, the p-type
material, e.g., naphthaphenylene benzidine (NPB), is deposited, followed by the n-type material, e.g., aluminum
hydroxyquinoline (Alq). Finally, a cathode of a magnesium-silver alloy is deposited. All of the films can be
applied via evaporation, making fabrication very simple. Electrons and holes recombine at the interface of the n-
type and p-type materials and emit, in this example, green light.

One manufacturer committed to the development of active matrix OLED-on-silicon microdisplays is eMagin
Corporation, Hopewell, NY (eMagin, 2007). Based on its own patent portfolio as well as licenses from Eastman
Kodak, eMagin offers the advantages of integrated silicon chip technology over thin-film transistors — lower
weight, higher efficiency, more compact display modules.
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Figure 4-34. Diagram for a typical organic light-emitting diode (Howard, no date).

OLEDs are emissive devices, creating their own light rather than directing light from a second source like
liquid crystal-based displays. As a result, OLED devices require less power and can lead to more compact device
designs. OLEDs emit light in a Lambertian pattern, appearing equally bright from most forward directions. So
moderate pupil movement does not affect brightness or color, and the eye can maintain focus more comfortably,
even for extended periods of time.

OLEDs have wide acceptable viewing angles (160° is typical) and are thinner than LCDs (about 1.8 mm [0.07
inches] compared with 6 to 7 mm [0.236 to 0.276 inches] for the LCD). In addition they are low voltage devices;
5-10 Volts is sufficient to cause a very bright emission. This characteristic drives manufacturing costs down, as
low voltage circuits are easier and less expensive to fabricate. With no need for backlights and extra heaters or
coolers, OLEDs consume less power than other near-eye displays of similar size and resolution.

Other advantages of the technology are:

e High-speed refresh rates — OLEDs are many times faster than LCDs; even faster than CRTs; and can
support refresh rates to 85 Hz.

e OLEDs do not require use of polarizers which makes for simpler and more light-efficient optical
design.

e Wide operating temperature range — OLEDs turn on instantly and can operate between —55°C and
130°C. This is an especially important characteristic for military applications.

The eMagin’s OLED display was selected by Rockwell Collins for the initial version of the U.S. Army’s Land
Warrior HMD program.

Liquid crystal (LC)

Despite the recent “novelty” of LCD products in the market, liquid crystal materials have a long history, dating
back as early as the 1880’s. Numerous excellent volumes dedicated to LCD’s are available to the interested reader
(e.g., Kelker, 1988; Tannas, 1985; Wu, 2001). The following is a short list of milestones in the development of
LCD:

e 1880’s - Liquid crystal phase discovered
o 1888 Reinitzer, R.
o 1889 Lehmann, O.
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1904 - Term “liquid crystals” coined by Otto Lehmann (Sluckin, Dunmur, and Stegemeyer, 2004)

1960’s - Electro-optic effect explored

Early 1970’s - Stable LC materials developed; LC operation modes developed

Late 1970’s - Ferroelectric effect explored; thin-film transistor (TFT) invented

1980°s — Super twisted nematic (STN), ferroelectric liquid crystal (FLC), TFT-LCD demonstrated

Mid 1980’s - manufacturing infrastructure being built

1990’s - Dramatic performance improvements. Dual scan STN. Viable manufacturing yields, LCD
monitors overtake CRTs in desktop PC’s. Laptop PCs start the mobile computing era

e 2000’s - Consumer market penetration: High Definition Television (HDTV), mobile communications;

plethora of new applications

Liquid crystal is a state of matter intermediate between solid and amorphous liquid. LC molecules are rod-
shaped organic compounds with orientation order (like crystals), but lacking positional order (like liquids). LC
materials exist in three main classes and are differently arranged in these different phases as defined by the
internal molecular structure: Nematic, smectic and cholesteric. Each have well defined and very different
properties (Figure 4-35) (Wu, 2003):

Smem:c Mematic Ghnlestanc
Figure 4-35. LC Diagram of Internal Molecular Structure (Wu, 2003)

e Smectic C (Ferroelectric) LCs (Figure 4-35, left)

o Layered structure with positional order in one dimension
Bistable characteristic, with fast response time (a few ps)
Limited gray scale; Thin (<1-pm) cell gap
Sensitive to DC voltages

o O O

Note: LC materials with smectic A and B structure are too symmetric to allow any vector order, such as
ferroelectricity and have not found a display application at this time.

e Nematic LCs (Figure 4-35, middle)
o Molecules tend to be parallel, but their positions are random
o Uniaxial; Simple alignment (buffing); Good gray scale;
o Low drive voltage; Slow (tens to hundreds of ms) response time
o Mainstream liquid crystal display material
e  Cholesteric LCs (Figure 4-35, right)
o Distorted form of nematic phase in which the orientation undergoes helical rotation
Helical structure
Bistable memory; very low power displays
High luminance efficiency as do not require use of polarizers

o
o
o
o High driving voltage 20-40V is common
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Note: Cholesteric LCs have slow response time and are not usable for real-time video displays. Their market
niche is signage, large panel indicators and similar (Figure 4-36).

Figure 4-36. Display using cholesteric LC (Source: Kent Display, Inc.)

Properties of LCs are generally anisotropic because of their ordered molecular structure, and ordering
leads to anisotropy of mechanical, electrical, magnetic properties, and optical properties (e.g.,
birefringence).

LCD addressing methods

Display performance is strongly dependent on the addressing method employed (i.e., method of activating
individual pixels). The following main options are available for addressing a LC matrix of X columns and Y rows
(Figure 4-37):

L

Pixel
X columns

Figure 4-37. An XY matrix display, consisting of X columns and Y rows.
Direct drive

Direct addressing requires X XY electrical connections, and each display segment (or cell) is addressed
independently. Also each segment requires continuous application of voltage or current to the display element.
The approach is simple, low cost, but is limited to low resolution applications, not exceeding approximately 50
pixels/inch. Its use remains largely restricted to segment displays, of the type shown in Figure 4-38.
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Figure 4-38. Seven-segment LC display.

Passive matrix (PM)

This matrix-type (row and column) addressing has the advantage of minimizing the number of drivers required. It
addresses a total of Y (rows) x X (columns) pixels, using only X+Y electrical connections, but at the cost of
adding electronic complexity in the drive circuitry. The addressing electrodes are arranged as perpendicular stripe
electrodes, which cross each other at each pixel. One row in the matrix is selected by the scanning electrode and
the pixels along this line are synchronously addressed by the column signals. In every multiplexing cycle, each
row is selected on during 1/Y of the total cycle time T. The driving voltage is defined as the difference between
the row and column voltage and is therefore bipolar.

The resolution is limited by the fact that the luminance-drive voltage dependency for LC material is not sharp
enough, which severely limits the multiplexing ratio possible (Figure 4-39).
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Figure 4-39. Luminance-drive voltage dependency for nematic liquid crystal material.

Active matrix (AM)

The tradeoff between contrast and resolution in PM addressing is a result of requiring the LC to handle both
transmission modulation and addressing tasks. Active matrix (AM) addressing provides a way of avoiding this
tradeoff. In AM addressing, each individual subpixel (R, G. B) is independently addressed by a thin film transistor
(TFT), see Figure 4-40. The highly non-linear switching characteristic of the transistors driving the pixels,
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eliminates the problems of ghosting and slow response speed. The result is response times of the order of 10-15
ms, minimizing the smear. By controlling the transmission of each individual pixel and doing it independently of
all other pixels, AM addressing effectively eliminates pixel crosstalk from limiting the multiplex ratio, enabling
large, high-resolution displays. The complete matrix of transistors is produced on a single silicon wafer.
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Figure 4-40. Active matrix addressing (Wu, 2003)

In the last decade and a half, as FP technologies have come of age, LCDs have emerged as a major rival to
CRTs as the display technology of choice. AMLCDs have become the preferred approach for see-through military
HMD applications. LCDs overcome a host of CRT weaknesses. While LCD technology is not without its own
disadvantages, its impact on display applic